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Abstract—Embedded devices in the Internet-of-
Things require encryption functionalities to secure
their communication. However, side-channel attacks
and in particular differential power analysis (DPA)
attacks pose a serious threat to cryptographic im-
plementations. While state-of-the-art countermeasures
like masking slow down the performance and can only
prevent DPA up to a certain order, leakage-resilient
schemes are designed to stay secure even in the pres-
ence of side-channel leakage. Although several leakage-
resilient schemes have been proposed, there are no
hardware implementations to demonstrate their prac-
ticality and performance on measurable silicon.

In this work, we present an ASIC implementation of
a multi-core System-on-Chip extended with a software-
programmable accelerator for leakage-resilient cryp-
tography. The accelerator is deeply embedded in the
shared memory architecture of the many-core sys-
tem, supports different configurations, contains a high-
throughput implementation of the 2PRG primitive
based on AES-128, offers two side-channel protected re-
keying functions, and is the first fabricated design of the
side-channel secure authenticated encryption scheme
ISAP. The accelerator reaches a maximum through-
put of 7.49 Gbit/s and a best-case energy efficiency of
137 Gbit/s/W making this accelerator suitable for high-
speed secure IoT applications.

Indexr Terms—ASIC, cryptography, IoT,
resilience, security
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I. INTRODUCTION

Security and privacy are a central challenge for em-
bedded devices in the domain of the Internet-of-Things
(IoT). Consequently, cryptography is more and more com-
monly deployed in such devices. However, as IoT devices
evolve in functionality, these devices increasingly work
on larger amounts of data, which results in demand for
high-throughput cryptography. To address the security of
these high-performance IoT applications, we focus on two
particular cryptographic settings. The first setting, which
we call NETCOM, is the communication between two parties
that use a pre-shared secret key to transmit data securely
by using encryption and/or authentication. This setting,
e.g., occurs in embedded network devices which often have
high throughput demands. The second setting, which we

call BULKSTORE, is the encrypted and/or authentic storage
of data. For encryption, and analogously for authentication,
this setting means that data is encrypted and stored first
and then decrypted multiple times either by the same
or different parties. This setting often involves bulk data
processing and, for example, occurs for the encryption of
storage devices.

However, the ubiquitous physical exposure of IoT devices
makes them vulnerable to side-channel attacks as well. In
a side-channel attack, an attacker collects side-channel
leakage, e.g., the power consumption or the EM radiation,
while the device performs a cryptographic operation and
uses this additional information to diminish the overall
security provided by the cryptographic algorithms. For
example, differential power analysis (DPA) extracts the
secret key of, e.g., a block cipher, from analyzing power
measurements taken during the en-/decryption of multiple
different inputs. While there are mechanisms to protect
cryptographic implementations against side-channel at-
tacks, a promising, protocol-level countermeasure suitable
for high-performance applications is leakage-resilient cryp-
tography. Leakage-resilient schemes are designed to stay
secure even in the presence of a certain amount of side-
channel leakage and without dedicated DPA countermea-
sures in the implementation.

The challenge arising with IoT devices withstanding side-
channel attacks is to fit the cryptographic functionality
to the performance budget of the device that is severely
limited by its small size and restrictions on the available
power. While there are many different cryptographic ASIC
implementations offering side-channel protection for the
ToT [14], [13], there are hardly any hardware implementa-
tions of leakage-resilient cryptography available that suit
the purpose of high-performance IoT applications. To cope
with side-channel attacks, the high-throughput demands,
and the constraints of IoT devices, leakage-resilient schemes
for both NETCOM and BULKSTORE also need to be imple-
mented as efficiently as possible.

Our Contribution. Our work considers an attacker hav-
ing physical access to an IoT device. Hence, the attacker can
perform side-channel attacks such as measuring the power



consumption. However, decapsulating the chip and active
attacks such as fault attacks are out of scope. To meet the
previous requirements, this work presents an ASIC imple-
mentation that offers leakage-resilient encryption for high-
throughput IoT applications in both settings, NETCOM and
BULKSTORE. In detail, our contributions are as follows:

o We propose a custom System-on-Chip (SoC) ex-
tended with a flexible software-programmable crypto-
graphic accelerator supporting leakage-resilient oper-
ating modes.

o We show that leakage-resilient operating modes can be
efficiently implemented to be used in high-throughput
IoT applications such as NETCOM and BULKSTORE.

e This ASIC is the first hardware implementation of-
fering the leakage-resilient authenticated encryption
scheme ISAP [5], which is suitable for BULKSTORE. For
NETCOM, it implements leakage-resilient encryption
based on the 2PRG primitive [I7], AES-128, and secure
re-keying through a masked and shuffled polynomial
multiplication.

e Through evaluation on a running ASIC, we demon-
strate that integrating the cryptographic accelerator
into the memory subsystem of a SoC allows us to reach
side-channel protected encryption with a throughput
of up to 7.49 Gbit/s in a conventional 65 nm CMOS
process and within a power envelope of 100 mW.

The remainder of this paper is structured as follows.

In Section [T} we discuss the backgrounds of side-channel
attacks and countermeasures. In Section [[TI, we present
the hardware architecture and design rationales of the
proposed chip. Section [[V] evaluates the performance in
terms of throughput and power consumption. Finally, in
Section [VI} we conclude of this work.

II. BACKGROUND

The execution of a cryptographic implementation leaks
information on the processed data via various side-channels,
such as the power consumption or the electromagnetic
radiation. This information leakage is exploited by attackers
in so-called side-channel attacks to learn secret information
such as the encryption key. Independent of the concrete
source of side-channel leakage, there are two basic types
of side-channel attacks: simple power analysis (SPA) and
differential power analysis (DPA). While SPA tries to
recover the secret key of a cryptographic implementation
from observing the power consumption (or any equivalent
side-channel) during the en-/decryption of one single input,
DPA uses observations during the en-/decryption of many
different inputs. Hereby, DPA is particularly effective as
there is more side-channel leakage available, the more data
is processed under one single key.

A. Frequent Re-Keying

The probability for a key recovery via DPA to be suc-
cessful rises with the number of side-channel observations
for different inputs under the same key K. Therefore, one
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Fig. 1. 2PRG-based leakage-resilient stream cipher.

approach to counteract DPA is frequent re-keying [10], [12],
where the goal is to design a cryptographic scheme such that
for a certain key K, the number of different inputs to the
underlying cryptographic primitive is upper-bounded by
some small number ¢ (¢-limiting [I7]). As soon as the limit
of g different inputs is reached, another key K’ is selected,
which limits the data complexity per single key K. Thus,
for a certain key K, the cryptographic implementation can
only generate the side-channel leakage for ¢ different inputs,
which effectively limits the feasibility of DPA to recover
K. As a result, the implementation of the cryptographic
primitive is only required to resist SPA attacks.

B. Leakage-Resilient Cryptography

One prominent example for this re-keying approach is
leakage-resilient encryption [1I7], [16], such as depicted in
Figure 1| This scheme consists of two basic parts: (1) a
secure re-keying function g, and (2) a leakage-resilient
encryption scheme. The re-keying function g : (K,n) —
K* securely derives a fresh session key K* from a pre-
shared master secret K and a fresh nonce n and hence
must be implemented such as to resist both SPA and DPA
attacks. However, the choice of a fresh nonce n results in a
fresh session key K* to be used for each invocation of the
leakage-resilient encryption scheme. The leakage-resilient
encryption scheme, on the other hand, is designed such
as to guarantee a data complexity ¢ = 2 per key when
performing the actual en-/decryption. For this purpose,
the leakage-resilient encryption mode in utilizes a
key update step K — K7, to provide a different key for
the encryption of each plaintext block p;. More concretely,
the 2PRG primitive used in encrypts two constant
values Cy and Cp using a block cipher E with the input
key K; to give the next block’s key K}, and a pad y;.
The pad y; is used for en-/decrypting the respective p;/c;.

While modes like in provide confidentiality and
side-channel security for devices that en-/decrypt data
only a single time, such as in the communication setting
NETCcOM, Dobraunig et al. [B] point out that these modes
remain vulnerable to DPA in scenarios supporting multiple
decryptions of the same data, as it occurs for the bulk
storage setting BULKSTORE. In particular, such scenarios
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allow attackers to tamper with ciphertexts, to observe the
respective decryption processes, and thus to perform a
DPA. To provide side-channel security also in the setting
BULKSTORE, Dobraunig et al. [5] further propose the
authenticated encryption scheme ISAP.

IsAP is an encrypt-then-MAC scheme consisting of the
two algorithms ISAPENC and ISAPMAC depicted in
and [3] and using the keys Kz and K4, respectively.
ISAPENC uses a nonce n for re-keying during initialization
and follows the same principle of continuous key updates
during encryption as previous modes. However, in addition,
IsAPMAC ensures DPA security for ISAPENC in case of ma-
licious modifications of ciphertexts. In terms of ISAPMAC,
the core idea to prevent DPA is to bind the MAC key
K’ to the hash y of the ciphertexts. This automatically
results in different keys for different ciphertexts. For the
security level kK = 128 bits, ISAPENC and ISAPMAC use
KECCAK-f[400] as the permutation p with a = 20, b = 12,
and ¢ = 12 rounds, and the rates r; = 144, r, = 1, and
r3 = 144. With these parameters, injection of the nonce
in ISAPENC is 2-limiting, and DPA is prevented. However,
a side-channel secure re-keying function g is required for
ISAPMAC to derive the session key K from the pre-shared
authentication master key K 4.

C. Secure Re-Keying Function

There are several suitable designs for the re-keying
function ¢ : (K,n) — K* available. One prominent way
is to build g such that it is easy to protect with classical
countermeasures such as masking or shuffling. Medwed et al.
propose a polynomial multiplication in a finite field of the
key K and a nonce n. This multiplication can be masked
and shuffled easily. However, as pointed out in [II], [2],
[, [@, [15], [], the algebraic structure of a multiplication

opens the door to combined attacks on g and the encryption.
To mitigate this type of attack, Dobraunig et al. propose
to add a block-cipher based feed-forward computation [6]
after the multiplication.

Another approach for designing a secure re-keying func-
tion is exploiting a GGM construction [8] as proposed
in [I7], [7]. The GGM construction is a tree-like approach
to mix a secret K with a public n, where on each tree level
exactly one bit of the public n is evaluated. Starting with
so = K, the key s;41 is computed by encrypting one of two
predefined plaintexts py or p; with the key s; and block
cipher E, depending on the i-th bit of n. The output of
the last level is then, after a post-processing, used as the
session key K*. GGM-based re-keying is 2-limiting and
hence considered to be secure against DPA. As a variant,
[5] presents the sponge version of GGM-based re-keying,
IsaAPRK. The construction of ISAPRK is also embedded in
IsaPENC and essentially comprises the nonce-absorbing
initialization part in but truncates the output to
give a k-bit session key. This re-keying operation is reused
as part of ISAPMAC to bind the hash of the message with
the authentication key K 4.

III. ARCHITECTURE

In order to provide leakage-resilient cryptography with
high throughput on a limited power budget, we designed
Fulmine, an ASIC implementing a large-scale IoT pro-
cessor that embeds a hardware accelerator for leakage-
resilient cryptography. This accelerator serves both use
cases NETCOM and BULKSTORE by integrating secure
re-keying functions, the AES-based 2PRG primitive, and
Isap. This system, as shown in [Figure 4] implements a het-
erogeneous multi-core platform with two flexible software
programmable accelerators. The SoC is organized in two
distinct voltage and frequency domains, the socC, and the
CLUSTER domain. Both domains communicate via AXI14
interfaces with included dual-clock FIFOs and level shifters.
The soc domain contains 192 kB level-2 memory for data
and instructions, a 4kB ROM, and different peripherals
(UART, (quad) SPI, I2C, I2S, GPIO) including a peripheral
DMA.

The CLUSTER domain contains four general purpose
programming units based on the OpenRISC instruction
set enhanced with dedicated instructions for hardware
accelerated loops and DSP operations. Furthermore, this
domain includes two software programmable accelerators
used for cryptography and image processing. All six pro-
cessing units are connected via a logarithmic interconnect
to the cluster internal 64 kB level-1 tightly-coupled data
memory (TCDM). The logarithmic interconnect provides
all units with parallel single-cycle access to the TCDM. If
two units access the same TCDM memory block at the
same time, a round-robin arbitration policy is used to
determine which unit gets access and the other units are
stalled. Sharing the memory between the general purpose
processors and the custom accelerators optimizes the per-
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Fig. 4. SoC architecture with HWCRYPT details.

formance and increases the flexibility since the architecture
avoids any point-to-point connections and memory copies.

A. Cryptographic Accelerator

HWCRYPT, as depicted in is a cryptographic
accelerator, which operates in parallel with the general
purpose computing units. This accelerator contains all the
leakage-resilient modes required for the defined use cases.
The accelerator contains two 32-bit TCDM interfaces for
parallel read and write access to the memory, which are
seamlessly integrated into the memory subsystem of the
cluster, and a dedicated 32-bit memory-mapped configura-
tion interface. The source and destination memory address,
length, operating mode of HWCRYPT can be set by
any processor in the cluster via memory-mapped registers.
The configuration interface allows the processors to start
and monitor the operation via polling, or alternatively,
an event/interrupt unit can wake up the processor once
the operation has finished. To increase the utilization and
therefore the overall performance, HWCRYPT supports a
command queue with five pending configurations to support
an asymmetric configuration while the accelerator is still
busy. When one encryption operation finishes, the accelera-
tor looks into the command queue and automatically starts
a new job if there is a pending configuration entry. The
interrupt configuration supports intermediate IRQs when
a single job finishes and a final IRQ when the command
queue gets empty.

The heart of the HWCRYPT cryptographic accelerator
is the AES Unit and Sponge Unit responsible for encryption,
and a flexible re-keying unit. These building blocks are
surrounded by an input and output TCDM streaming
unit required for the block size conversion between the 32-
bit memory interfaces and the 128-bit blocks used by the

encryption units. Furthermore, memory mapped control
registers allow the processing cores to configure the accel-
erator for the encryption easily.

The AES Unit implements the 2PRG-based stream ci-
pher in using AES-128. Computing the encryption
pad for one message block and updating the key requires
two invocations of AES-128. Since these computations do
not have a data dependency, they can be parallelized. For
this reason, the hardware design contains two instances
of AES-128, which share the same AES key scheduling
unit. Both AES instances are implemented fully in parallel
with two AES rounds in the combinational path. Since this
architecture can execute two AES-rounds within one clock
cycle, executing all ten rounds takes five clock cycles plus
one cycle of preloading the input register. Apart from the
leakage-resilient mode in the AES Unit provides
a special operation mode to give the CPU cores direct
access to the AES round function, which can be used to
accelerate any cryptographic algorithm that relies on the
AES round function.

The second major block within HWCRYPT is the Sponge
Unit, which is internally based on the KECCAK- f[400] per-
mutation. This permutation is implemented fully in parallel
with three rounds in the combinational path. The number
of processed rounds is configurable in multiples of three
with a maximum of 20 processed round operations. This
engine supports all operating modes of ISAP as specified
in including the side-channel resistant re-keying
function ISAPRK, the encryption scheme ISAPENC, and
IsaApMAC for ciphertext authenticity. However, for each
stage of the operation, the Sponge Unit can be configured
with different block sizes (1bit up to 128 bits in powers of
two) and a different number of rounds, which allows the
user to trade off between performance and security. Instead



Fig. 5. Measurement setup and Fulmine chip micrograph with high-
lighted operational blocks.

of using a rate of 144 bits for feeding in the plain/ciphertext,
we chose a rate of 128 bit to be compatible with the block
size of the 2PRG. Reducing the rate slightly reduces the
throughput but also increases the security. Similar to the
AES Unit, the Sponge Unit also supports low-level access to
the underlying primitive to accelerate software implementa-
tions of algorithms using the KECCAK- f[400] permutation.

The re-keying unit in takes a master key K
and a fresh nonce n from the configuration registers and
computes a session key K* = K - n, where - denotes a
polynomial multiplication in GF(2%)[y](y'® + 1) as pro-
posed by Medwed et al [I2]. The polynomial multiplication
algorithm is transformed to the operand scan form, which
is better suited for a parallel implementation. To achieve
a parallel implementation, the re-keying unit contains 16
instances of a GF(2®%) multiplier. Given this partial parallel
architecture, computing one session key takes 18 clock
cycles, including the time for configuring all registers. The
re-keying unit offers side-channel protection by means of
additive masking (with a configurable masking order) and
shuffling of the partial products. In addition to shuffling
the start index as proposed in [12], this architecture sup-
ports the shuffling of all partial products resulting in 16!
different shuffling sequences. Note that shuffling does not
decrease the multiplication throughput of our implemen-
tation. However, masking decreases the performance since
our architecture only contains one polynomial multiplier.
Concretely, computing a masked session key takes 18- (d+1)
clock cycles, where d denotes the masking order. Both, the
masking and shuffling unit get their required randomness
from a shared pseudo-random number generator, which
security is not scope of this work.

Furthermore, the re-keying unit performing polynomial
multiplication also supports a post-processing step com-
prising a feed-forward branch of the master key and a
block cipher call as proposed by Dobraunig et al. [6],
which mitigates key recovery through time-memory trade-
off attacks such as in [4]. To achieve this task, we reuse
AES-128 from the AES Unit and add a static overhead of
20 clock cycles to the re-keying operation.

IV. EVALUATION

In this section, we evaluate the performance and effi-
ciency of our ASIC in the use cases NETCOM and BULK-

STORE. The prototype chips were fabricated in the UMC
65nm LL 1P8M technology. shows the measure-
ment setup and the annotated chip micrograph of the
fabricated Fulmine chip. HWCRYPT’s area equals 349 kGE
from which 63 % is used by the AES Unit, 17% by the
Sponge Unit, and 5.5% by the polynomial re-keying unit.
The rest of the area is used for bus interfaces, control logic,
and glue logic. The evaluation is performed between the
supported voltage range of the CLUSTER domain between
0.8V and 1.2V. We evaluate the raw encryption or stream-
ing performance, the throughput of the re-keying functions,
and the leakage-resilient protocols combining the first two
operations.

NETCOM requires high-throughput leakage-resilient en-
cryption but does not involve multiple decryptions. There-
fore, encryption based on the 2PRG using AES-128 is
suitable for this use case. For this setup, our evaluation,
as summarized in shows a maximum throughput
of 5.39 Gbit/s at a frequency of 256 MHz, which equals an
architectural throughput of 0.38 cycles per byte (cpb). On
the other hand, BULKSTORE requires support for securely
performing multiple decryptions. Hence, ISAP is suitable
for this use case. The raw encryption performance of
ISAPENC reaches 7.49 Gbit/s at a maximum frequency of
356 MHz. Combining the raw encryption in ISAPENC with
the hashing part of ISAPMAC results in a raw streaming
performance of 2.95 Gbit/s.

Both encryption units reach a raw encryption perfor-
mance (without the re-keying or MAC steps) of 0.38 cycles
per byte (cpb), which is almost twice as fast as the fastest
AES-ECB encryption using the Intel AES-NI instruction
set of modern desktop processors [3]. The best-case energy
efficiency of our design reaches 137 Gbit/s/W, making it
suitable for various IoT applications.

Both leakage-resilient encryption modes use a re-keying
function ¢ for their initialization. The 2PRG-based mode
uses a side-channel protected polynomial multiplication,
and ISAPENC uses ISAPRK, the sponge variant of a GGM-
based re-keying function. The two re-keying functions are
implemented in hardware, and we evaluate them both in iso-
lation and in combination with their corresponding encryp-
tion mode. summarizes the performance of the sole
re-keying functions regarding the required computing cycles.
The re-keying function based on the polynomial multiplica-
tion employs first-order masking together with shuffling of

TABLE 1
ENCRYPTION PERFORMANCE.
Mode Operating Point Powe Performance Efficiency
[V, MHz] [mW] [Gbit/s] [Gbit/s/W]
0.8, 85 24 1.79 74.6
2PRG 1.2, 256 153 5.39 56.1
ISAP 0.8, 85 13 1.79 137.7
1.2, 356 96 7.49 78

¢Only includes the power consumption of the cluster.



all indices of the partial multiplications. ISAPRK uses more
cycles since it requires one permutation invocation for each
bit of the nonce (144 bits used in ISAPRK). However, since
the re-keying functions are only used during initialization
or as part of the suffix-MAC, their performance impact
diminishes asymptotically with the message length.

Combining the re-keying function with the streaming
performance of the encryption mode yields the overall
throughput for our use cases. To measure this performance,
we selected a block size of 8 kB, which is reasonable given
that Ethernet jumbo frames can take up to 8960 bytes
of TCP payload and storage devices use a block size in
the same order of magnitude to partition the memory. For
NETCOM using this block size, the encryption throughput
using the 2PRG-based mode is 5.29 Gbit/s including the
static overhead of first-order masked re-keying. For BULK-
STORE, ISAP as a combination of ISAPRK, ISAPENC, and
IsaPMAC reaches a maximum throughput of 2.69 Gbit/s.
This mode however also provides ciphertext authenticity
on top of confidentiality.

Summarizing, our evaluation shows that the implemented
cryptographic accelerator yields high throughput and en-
ergy efficiency. In addition, the accelerator offers flexible
options for configuration, making it suitable for a variety of
different high-performance applications including NETCOM
and BULKSTORE. Further measurements will analyze the
side-channels security of the DPA-secure re-keying func-
tions.
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VI. CONCLUSION

In this work, we present a fabricated ASIC implementa-
tion of a multi-core SoC targeted for the IoT enhanced with
a high-speed leakage-resilient cryptographic accelerator
supporting different modes of operation. The accelerator
integrates the first hardware implementation of ISAP and a
leakage-resilient 2PRG stream cipher together with a side-
channel protected re-keying function based on a polynomial
multiplication. Performance evaluation shows that the
accelerator can reach a throughput of up to 7.49 Gbit/s
making it suitable for a variety of high-performance appli-
cations. Furthermore, we reach an energy efficiency of up

TABLE II
RE-KEYING PERFORMANCE.
Re-keying Mode Nonce / bits  Cycles
Polynomial Re-keying| 128 56
IsAPRK 144 739

“First order masking with full shuffling and post-processing. In-
creasing the masking order adds 18 cycles per order to the total
duration

to 137 Gbit/s/W. Integrating the cryptographic accelerator
into the memory subsystem of the SoC allows us to build
high-throughput leakage-resilient primitives meeting high-
performance requirements of today’s IoT applications.
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