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Auxiliary master equation approach within stochastic wave functions:
Application to the interacting resonant level model
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We present further developments of the auxiliary master equation approach (AMEA), a numerical method
to simulate many-body quantum systems in as well as out of equilibrium and apply it to the interacting
resonant level model to benchmark the new developments. In particular, our results are obtained by employing
the stochastic wave functions method to solve the auxiliary open quantum system arising within AMEA.
This development allows us to reach extremely low wall times for the calculation of correlation functions
with respect to previous implementations of AMEA. An additional significant improvement is obtained by
extrapolating a series of results obtained by increasing the number of auxiliary bath sites, N, used within the
auxiliary open quantum system formally to the limit of Ny — o0o. Results for the current-voltage characteristics
and for equilibrium correlation functions are compared with the one obtained by exact and matrix-product
states—based approaches. Further, we complement this benchmark by the presentation of spectral functions for
higher temperatures where we find different behaviors around zero frequency depending on the hybridization

strength.
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I. INTRODUCTION

Quantum impurity models have a long history in many-
body quantum mechanics. Some prominent examples in-
clude the single impurity Anderson model [1] (STAM), the
(Anderson-) Holstein model [2], the Kondo model [3], and the
interacting resonant level model [4] (IRLM). They feature in-
teresting, unconventional physics such as the Kondo effect [5]
or negative differential conductance [6] and allow for experi-
mental in terms of quantum dots [7]. Besides this, the solution
of quantum impurity problems alone constitutes already a
crucial task in dynamical mean-field theory [8].

Since the late 2000s, there has been increasing interest
in quantum impurities out of equilibrium and the develop-
ment of numerical methods which are able to accurately
simulate such systems poses a great challenge for contempo-
rary condensed matter theory. Existing methods [9] include
iterated perturbation theory [10], numerical renormalization
group [11], real-time quantum Monte Carlo (QMC) [12,13],
noncrossing approximation and beyond [14,15], imaginary-
time QMC supplemented by a double analytical continu-
ation [16-19], scattering-states approaches [20,21], pertur-
bative and renormalization group (RG) methods [22-25],
time-dependent density-matrix RG and related tensor-network
approaches [26-28], numerical RG [29], flow equation [30],
functional RG [31,32], and dual fermions [33,34]. A method
developed over the past few years is the so-called auxiliary
master equation approach [35-37] (AMEA). The advantage of
this approach is that, in contrast to approaches which simulate
a closed Hamiltonian system, it allows us to directly address
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the steady state. Also time-dependent correlation functions
can be readily evaluated starting from the steady state or any
arbitrary initial condition.

AMEA is based on mapping the physical system to an
auxiliary open quantum system of Lindblad form. The dy-
namics of the resulting auxiliary system is described by the
density matrix and is solved by numerical means. In previous
works the Lindblad system was solved by using the so-called
superfermion (SF) representation [38], which formulates the
superoperator problem in terms of a standard operator prob-
lem with twice as many sites. The operator problem was then
solved by standard numerical many-body techniques such as
Krylov-space methods [36,39] (ED) or time evolution with
matrix product states [40] (MPS). AMEA within SF+-MPS
was successfully used to calculate highly accurate spectral
functions of the SIAM under the influence of a bias voltage
[40,41] and the SF4+ED implementation was employed as
impurity solver within single-site steady-state nonequilibrium
dynamical mean-field theory [42-45] (DMFT).

In equilibrium, the combination of density functional the-
ory (DFT) with DMFT (DFT+DMFT) has proven to be very
successful in describing materials with strong correlations
[46]. However, to address real materials one often has to
consider multiorbital correlated regions. Accordingly, on the
technical side, for DFT+DMFT one needs a multiorbital
impurity solver, which is modeled by an interconnected im-
purity consisting of multiple interacting sites in contact with
individual baths. Within existing implementations of AMEA,
SF+MPS, and SF+ED, as well as other nonperturbative
nonequilibrium approaches, the treatment of such multiple
interacting sites has limitations related either to the memory
(SF+ED) or to the CPU time (SF+MPS). For this reason, a
different approach to solve the many-body Lindblad problem
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is needed in order to employ AMEA as an impurity solver for
nonequilibrium DFT+DMFT.

In this work, we make a step in this direction and test an
alternative approach which does not rely on the SF represen-
tation, namely stochastic wave functions [47-49] (SWF). The
new method is statistical in nature and most notably highly
parallelizable. This makes it a very promising candidate to ex-
ploit the multicore architecture of (future-) cluster facilities. In
addition, we introduce the notion of finite-size scaling within
AMEA and report on progress regarding the optimization
problem arising when mapping to the auxiliary system.

To test and benchmark the new developments, we apply
AMEA to the IRLM where we can compare to the existing
literature. In addition, we present a short study of the spectral
function in dependence of temperature. Our results show the
development of a central peak at higher temperatures which
rises (lowers) its amplitude for increasing temperature de-
pending on the hybridization strength. This work is structured
as follows.

We begin by describing the technical aspects in Secs. 11—
IV and present the results for the IRLM in Sec. V. In
more detail, in Sec. II we outline AMEA for spinless one-
dimensional systems and discuss the size limits of existing
AMEA approaches with respect to DMFT. Section III and
the Appendix are devoted to the description of the SWF
algorithm; the finite-size scaling is introduced in Sec. IV. In
Sec. V we apply AMEA within SWF to the IRLM and test
the finite-size scaling scheme and the capability to compute
correlation functions against the literature. We also discuss
the temperature dependence of the impurity spectral function.
Finally, we present our conclusions together with a summary
and outlook in Sec. VL.

II. AUXILIARY MASTER EQUATION APPROACH

We briefly review AMEA to deal with fermionic impurity
problems. We consider a generic interacting region of size Niy
connected to a left and right baths of noninteracting fermions.
Accordingly, we write the Hamiltonian as

H = Hiy + Hpams + Huyp. (1)

Here Hj, describes the interacting region,
Za:L/R Hp, corresponds to the remaining reservoirs, and
Hyyp contains the hopping terms connecting the baths to
the interacting region. In the following we will assume that
an individual bath is connected only to a single site of the
interacting region.

The idea of AMEA is to model the physical situation by
an auxiliary open quantum system described by the Lindblad
equation. It consists of the interacting region and additional
bath sites to approximate the action of the leftover Hamilto-
nian on the interacting region. In more detail, the Lindblad
superoperator (Liouvillian) defining the dynamics of the open
quantum system of size L = Njy¢ + 2Np reads [50]

HBaths =

Lp = —ilHin, p] + Lpp. )
Lop= Y Lap. 3)
a=L/R

where p is the density matrix of the Lindblad system. The
Liouvillian of the dissipative bath sites is given by

Lop = —iZEl.(;x)[c}Lcj, o]

i
+23 Fg?)’(l)(cjﬂcj - %{P’ Cj'cj})
i

o 1 T
+22 T (CZTPC_/ —3lprei }> )
ij
where a denotes the left (right) reservoir [51] and clq) are the
creation (annihilation) operators of a fermion on site i of the
open quantum system. The time evolution of the system is
described by the Lindblad equation,

d
E'O(t) = Lp(). )

For the steady state of the original system, Eq. (16), the
Dyson equation for the interacting region in the formulation
of Keldysh Green’s functions reads

Gl =g | (@)= Ay@) - Z(), 6)

where an underline indicates the 2x2 Keldysh matrix,
XRet XKel
X = ( 0 XAdV ’ (7)

and bold denotes the matrix structure in site indices, X = X;;.
In Eq. (6) g 0 int is the Green’s function (GF) of the interacting

region when isolated from the baths and without interaction,
X is the self-energy, holding all the information about the
interaction, and A is the so-called hybridization describing
the effect of Hpams + Huyp on the interacting region. For the
present case in which the first (last) site of the interacting
region couple to the left (right) bath, the hybridization has the
spatial structure A = diag[é;ﬁ), 0,...,0, é(ﬁ)].

The mapping from the physical to the auxiliary system is
performed by fitting the parameters E%, ['*(-2) in Eq. (4) such
that the hybridization in the auxiliary system approximates
the physical hybridization as close as possible, A®) ~ A,
and this is the only approximation made within AMEA. ’Fhe
accuracy of the mapping can then be systematically improved
by increasing the number of auxiliary bath sites Np and it
becomes formally exact in the limit of Ng — 00. Once the
mapping is performed, one can solve the auxiliary system by
some appropriate numerical method and evaluate observables
belonging to the interacting region. Their accuracy in describ-
ing the corresponding exact quantities will be directly related

; (@)
to the difference between A®) and Ay

A. Different AMEA implementations and their applicability
to multiorbital DMFT

Here we want to briefly discuss the applicability of the
different AMEA implementations as impurity solvers within
multiorbital DMFT.

To address the open quantum system problem described
by Eq. (4), one can use the SF representation or the SWF
approach presented in this paper. These two approaches can
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in turn be combined with two different schemes to carry out
the time evolution, namely ED or MPS. This makes a total
of four different combinations (SF+ED [36], SF+MPS [40],
SWF+-ED, present paper, and SWF4+MPS).

To estimate the number of correlated orbitals that can be
treated within DMFT for each one of these methods, we
assume that at least four bath sites are needed per correlated
orbital to represent accurately a single bath [37,52] leading to
a total system size of L = Njmp(Np + 1). SF+ED is limited
in system size to L < 7 due to memory requirements. It is,
thus, restricted to the treatment of a single correlated orbital.
With the same memory limits, SWF+ED allows for a twice-
as-large system, L < 14, which accommodates two correlated
orbitals. One should, however, point out that, for the same L,
SWF+ED requires more CPU resources. On the other hand,
the wall time [53] can be reduced considerably due to the high
parallelizability of the SWF approach.

When using MPS as a time-evolution algorithm for
AMEMA, the situation is more complex. On the one hand, MPS
is generically not limited in system size but rather expensive
with respect to the wall time. On the other hand, conventional
MPS becomes inefficient when the system is not truly one
dimensional. This is the case in the SF representation, where
the impurity+bath system is mapped into a ladder structure
[36,40]. Also the inclusion of additional correlated orbitals
makes the problem higher dimensional and thus unsuitable
for MPS. Recently, a generalization of MPS suitable to ad-
dress efficiently a multiorbital impurity problem, the so-called
fork tensor product states [54,55] (FTPS) approach, has been
introduced. This approach, implemented within the SWF
representation, could constitute a promising candidate for a
nonequilibrium multiorbital DMFT impurity solver.

B. Mapping to the auxiliary system

Here we briefly want to summarize the mapping procedure
and mention key points that we need for the present work. For
a thorough discussion of the mapping and technical details we
refer to our previous work [37]. The mapping is performed for
each individual bath « by minimizing a suitable cost function,

= [ 18 - 2 do.

A% — 2@ P = > [mAY (@)
£e{Ret,Kel}

X (x)

—ImALE (w3x,)] . (8)

aux

Here we have introduced a parameter vector x, that
parametrizes the matrices E%, I'*(:?) in Eq. (4), from which
one evaluates the auxiliary hybridization A®). It is important
to note that the precise form of the cost function is very
flexible and may be chosen differently for different physical
situations. However, proper cost functions should quantify
how well the auxiliary system captures some desired physical
situation. For instance, the quadratic deviation as used in
Eq. (8). One important property of the mapping is that proper
cost functions decrease exponentially with the number of fit
parameters [37], — log x, o dim(x,), which typically leads to
arapid increase of accuracy when the number of bath sites Np
is increased.

In previous works, Eq. (8) was minimized via a parallel
tempering (PT) algorithm which is appropriate to find the
global minimum. However, it should be noted that within
AMEA it is not strictly necessary to find the global optimum
[56]. In general, the fit struggles to resolve sharp features such
as band edges in the retarded component or the Fermi jumps in
the Keldysh component at zero temperature. Therefore, T = 0
cannot be reached exactly in practice and the auxiliary system
always has some nonzero effective temperature.

Developments of the fit

With increasing dimensionality of the fitting problem,
the PT algorithm gets computationally prohibitive and it is
not able to find even good local minima anymore for [57]
dim(x) = 2Ng(Np + 1) = 80. Good minima should be such
that they display an exponential decrease in the cost func-
tion when the number of bath sites is increased. To obtain
good-enough minima for Ny = 7, 8, we use the fact, which
we observed empirically, that the I" matrices of obtained
minima typically have very low rank. Utilizing a variable rank
parametrization in terms of a corresponding matrix y,

y=... r=yy’, 9)

where ¥; denote column vectors of length L. Note that the
maximal useful rank typically increases with the system size
[58]. With this procedure, we have reduced the dimensionality
of the parameter vector to dim(x) = 2Np(rank, + 1), extend-
ing the applicability of the PT algorithm to about Ny = 8. To
achieve an exponential decrease in the cost function for even
more bath sites we have adopted an optimization algorithm
which makes use of the gradient of the cost function, which
can be evaluated directly. This information is not used in
the PT algorithm. Suitable gradient-based approaches can
be found in the area of machine learning, which provides
algorithms tailored to find local minima in very high dimen-
sional problems utilizing variants of steepest descent. Here
we employ the ADAM [59] optimizer as implemented in the
python library tensorflow [60].

Steepest descent approaches are obviously very sensitive to
the starting point. In our case, it has proven to be very effective
to first find the solution for a small auxiliary system (small
Np) and, consequently, add bath sites until the required Nj is
reached. For a fixed Ny, we start with the result of the previous
system size and increase the rank stepwise until no significant
decrease in the cost function is observed. In addition to being
applicable for larger N, the ADAM routine is also faster than
PT for a given Np. This is because the PT algorithm tries to
explore the total phase space, whereas ADAM only follows a
certain path.

’ T/rank, )s

III. SOLUTION OF THE LINDBLAD SYSTEM
WITH STOCHASTIC WAVE FUNCTIONS

The auxiliary open system is still correlated but due to
its finite size can be addressed by numerical techniques.
One route is to make use of the so-called SF representation
[38], which maps a superoperator problem to a standard,
albeit non-Hermitian, operator problem. The drawback of this
approach is that the resulting SF problem is formulated on
twice as many effective sites leading to a rapid increase in the
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numerical complexity. In previous works employing AMEA
we have successfully used the SF representation together
with established many-body techniques such as Krylov-space
methods [35,36] or MPS [40] to solve for steady-state prop-
erties. A completely different route is to use SWF [47-49],
also referred to as “quantum jumps,” to solve the auxiliary
many-body problem. The method is based on the stochastic
nature of the Lindblad problem and is formulated in terms of
wave functions instead of a density matrix and thus circum-
vents the need to square the Hilbert space. In the following,
we will only give a brief introduction to the SWF method
and focus more on a practical prescription to simulate the
many-body Lindblad system arising within AMEA. For more
details, mathematical definitions and background we refer to
the literature [47—49]. In the following we consider a Lindblad
system of spinless fermions of size L.

The density operator p(¢) can be mapped onto a probability
distribution P[y, #] for the quantum mechanical (many-body)
wave function [61],

2L
W) = vl
r=1

>

wE(wl""vl/IZL)’ (10)

where X indexes a complete set of (many-body) basis states
[62]. With the Hilbert space volume element,

2L,
DYDY = [ 3dvidy;. (11)
r=1

defining the needed probability measure [63], the expectation
value of an observable can then be formally expressed as

AQ)) = f DIDV (WAWIPE. . (12)

In short, instead of dealing with an evolution equation for
the density matrix, one formulates a stochastic process on
the Hilbert space. For the specific case of a Lindblad system,
the process is simulated according to a stochastic differential
equation leading to the algorithm presented in Fig. 1.

In this algorithm, a state vector |y{) is evolved in time
according to an effective, but non-Hermitian, Hamiltonian,
He. Her comprises the Hamiltonian Hi, as well as the
particle-number-conserving terms from the part describing
the L and R baths, i.e., the terms proportional to Ei(‘.") as
well as the terms containing the anticommutators in Eq. (4).
This deterministic time evolution is interrupted by stochastic
jump processes to different particle sectors, mediated by jump
operators LP) see Appendix A for details. Observables are
determined as the average over expectation values in indepen-
dent realizations of |¢). Such a stochastic unraveling of the
Lindblad equation into a pure state description, in the form
of Eq. (11), only works for quantities which only require the
knowledge of the time-dependent density matrix p(¢), as is the
case for expectation values (A) = TrA(t)p = TrAp(t). When
evaluating a Greens function, multiple operators at different
times are involved and additional information is required. In
order to compute two-time correlation functions,

Gpa(t, 1) = (Y (1) BOAE)|Y (10)), 13)

Stochastic wave function (SWF') algorithm

1. Start with a normalized state |¢)(¢0)) and draw a
random number r; € (0, 1).

2. Time evolve the state vector with the effective
Hamiltonian Eq. A6: |¢(t)) = e~ et t=t0) |4)(15))
up to a time ¢; such that || (¢;)||* = ;.

3. Perform a quantum jump:

e Compute the weights for all possible jumps,
B
wek o< [|L7(t5)] 1.
e Select one jump process (3'k’) at random ac-
cording to the weights.

e Change |(t)) = L,(f,;/) |1 (t;)) and normalize
it.

4. Set to = t; and iterate 1 — 4.

Single-time observables

Measure at desired times and average over
a sufficient number of realizations ;(t).

n

13 @A)
WO =2 2 o

FIG. 1. The stochastic wave function algorithm for the time
evolution.

we follow the approach outlined in Ref. [48] and consider the
stochastic time evolution of a doubled Hilbert space resulting
in the algorithm in Fig. 2.

Here a state vector |¢) is evolved in time together with
a corresponding vector Aly). A Green’s function is then
proportional to the stochastic sample of off-diagonal matrix
elements of the second operator B, see Eq. (14). Notice
that for single-fermion Green’s functions, A is a fermionic
creation (annihilation) operator. In that case one has to use
the negative sign in front of the jump term for the lower part
of the doubled Hilbert space, cf. Eq. (A4), see Appendix B
in Ref. [64]. Notice that generalizing the doubled Hilbert
space to a multiple Hilbert space allows us to sample different
correlation functions at once, see Appendix Sec. A2 b i.

The SWF algorithm requires a routine which is able to
time evolve an initial vector with a non-Hermitian generator
for some (arbitrarily-) small time df. In the present work
we use the so-called Arnoldi algorithm [39] for the time
evolution which is the Lanczos method generalized to the
non-Hermitian case. For more details, see the Appendix.

IV. EXTRAPOLATION OF OBSERVABLES TO
THE LIMIT OF VANISHING COST FUNCTION

As illustrated above, AMEA is a method which can be
systematically improved by increasing the number of bath
sites Np leading to an exponential decrease in the cost func-
tion, x = Za Xa» Which is a measure of the overall accuracy.
Clearly, the best approximation for some quantity of interest
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SWFEF algorithm in the doubled Hilbert space

1. Propagate the state |¢)(fo)) with the SWF algo-
rithm up to a desired time ¢’ and normalize it.

2. Compute the vector |¢p(t')) = A|(t')) and con-
struct a doubled Hilbert space:

H. 0
. He = ( OH Heﬁ)
@(t/) — (1/)(75/))
o) L® — Lgf) 0
o lo £y

3. Record the norm ||@©(t’)||, normalize the vector
and perform the SWF algorithm with the doubled
vector ©® and operators Heg, L,(f ).

Green’s functions

Measure at desired times and average over

a sufficient number of realizations ©;(t).

Z le)l*
1©:(t

Gpal(t,t') N (Yi(t)| B loi(t)) (14)

FIG. 2. The stochastic wave function algorithm in the doubled
Hilbert space which allows us to calculate correlation functions.

for given Np is obtained within the auxiliary system with
the smallest x. To improve on these results one can think of
numerically extrapolating the results to the x — 0 limit. This
is equivalent to a scaling to the limit of an infinite number
auxiliary bath sites Ng — 0o. However, since the accuracy is
directly related to x rather than Np, it is more convenient to
use x as an extrapolating parameter. For a given observable
A of interest we can assume for its deviation from its exact
(physical) value

AAGX) = Aph — Aux(X) = ka x +0(x*)  (15)

with some constant of proportionality k4. This suggests that
given a series of value pairs {x;, A(x;)} one can obtain an
approximation to A,y (x = 0) by performing a linear fit in the
(x,A) plane. Within AMEA a series of value pairs {x (Np), A}
is naturally generated by the different possible auxiliary sys-
tem sizes. The truncation of the Taylor series, Eq. (15), to
first order is only justified for cost functions which are small
compared to xo = x|a,,=0 Which is x obtained by Eq. (8)
with A,x = 0. The resulting normalized cost function, x / xo,
is then a measure for the relative error from the physical
situation.

We want to emphasize that the extrapolation scheme pre-
sented here is not able to give a consistent error estimate of
the extrapolated value as the uncertainty of the individual data
points is unknown and not statistically distributed.

Here one has to distinguish between a purely statistical
error stemming from the solution of the Lindblad system
within stochastic wave functions, which is known and neg-
ligible, and the systematic error introduced by the mapping to

the auxiliary system, which is unknown. Further, the role of
the higher-order terms in Eq. (15) introduces another source
of unknown error. To get a grip on the error due to the
AMEA mapping, one could perform the extrapolation in some
limit where the true value in the physical system is known,
for example, at zero interaction strength or for some other
parameters where the value is known from the literature. One
could then use the deviation from the extrapolation fit as an
approximation to the error of a data point. Since there is a lot
of freedom in obtaining this error estimates—and it will thus
be very situation dependent—we will not pursue this further
in the current work where we are interested in an unbiased
benchmark of the extrapolation scheme.

Nevertheless, this scheme provides a significant improve-
ment, for example, in the current, as can be seen in Fig. 5.

V. APPLICATION TO THE INTERACTING
RESONANT LEVEL MODEL

The IRLM [4] is a commonly used nonequilibrium impu-
rity model of spinless fermions. It features an impurity site
connected to two semi-infinite tight-binding chains together
with an interaction term coupling the particle densities of the
impurity site to the neighboring chain sites, see Fig. 3. The
Hamiltonian is defined as

Hwrim = Hp, + Hg + Hyor,

-2
—J Z CICr+] + H.c.,

r=—00

H;,

+00
Hp = —J Z cjcr+1 + H.c.,

r=1

—J Z cl'co +H.c.,
r==+1

+UZ< ><cgo_%), (16)
r==%1

where ¢ /c, denote the fermionic creation or annihilation
operators at site r. Here H; g describe the semi-infinite tight-
binding chains of bandwidth W = 4J and Hy, introduces
the hopping to the impurity as well as the interaction term.
A nonequilibrium steady-state situation is induced in the
system via an applied bias voltage V simulated by shifting
the chemical potentials of the leads symmetrically, that is,
W = —i, = 2. We use J as unit of energy and work in units
where h = e =k = 1.

The IRLM is known to be integrable [4] and becomes
equivalent to the continuum model in the so-called scaling
regime where the bandwidth becomes the largest energy scale
in the system. Most notably, there is a closed form expression
for the steady-state current as a function of the bias voltage
[6,65] for the special value of the interaction U = 2,

(V)= VF > 7 131' Ay 17)
- 21473 6 6 41 47 ’ Vc £

with V, = r(J')? and r~ 3.2 [66]. Here »Fi(a,b;z) is

the generalized hypergeometric function [67]. The formula

Hyor =

043303-5



MAX E. SORANTIN et al.

PHYSICAL REVIEW E 99, 043303 (2019)

Physical systen

Hint
-0 O DOrO-®
VoY

AMEA Mapping

AMEA Mapping
Auxiliary System

o Hiut
J' J!
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L fir
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FIG. 3. A sketch of the IRLM as lattice model and its mapping
to the auxiliary open quantum system used within AMEA.

Eq. (17) is valid at zero temperature and in the scaling regime.
Parameters can be considered to be in the scaling regime [68]
if the I(V') function falls onto a single curve in the scaling
plot, see Fig. 5. In this way, I /V, becomes a universal function
of the scaled voltage V/V, alone and in particular does not
depend on the hybridization strength J'.

= Physical
-1r === Auxiliary
1 1 1 1

5432 -1 0 1
w/J

A. AMEA for the IRLM

In the IRLM, the interaction lives on the contact links to
the leads and, therefore, the interacting region comprises the
sites r = {—1, 0, 1} which corresponds to having

Hint = Hdotv (18)
-3

Hp, =—J Y cfeppn +He., (19)

r=—00

o0

Hp, = —J ) cle,1+He, (20)
r=2

Huyp, = —J(c' ye_y +cler) + Hee,, 1)

as indicated in Fig. 3. Since Hp, , describe semi-infinite tight-
binding chains in equilibrium, Ay, 7k represent baths with
a semicircular density of states with a bandwidth of W =4
and an electronic distribution function given by the Fermi
function. Within AMEA, a given parameter set E%, ['*(1:2)
fixes both the density of states as well as the distribution
function of the corresponding bath. Since the Hamiltonian
Eq. (16) is particle-hole symmetric, it suffices to perform

FIG. 4. Comparison of the physical and auxiliary hybridization function at the boundary of the left bath, i.e., r = —1, and 7 = 0.025.
[(a) and (b)] Retarded-Keldysh part of the hybridization function for L = 19, u = 2. [(c) and (d)] Retarded-Keldysh part of the hybridization
for L = 13, x = 0. The L = 19 results where obtained with the ADAM routine from Sec. II B 1 while L = 13 was optimized with PT. Solid
lines represent the hybridization of the physical system, A, and dashed lines that of the auxiliary system, A,.. Panels (a) and (b) show a fit
for u # 0 to exemplify the capability of representing a nonequilibrium situation. Panels (c) and (d) illustrate the fit used for the calculation
of the equilibrium spectral functions in Fig. 6. The insets in panel (a) show a zoom onto the band edge and the region around the chemical
potential, u = 1, where the sudden occupation change in the Keldysh component typically induces oscillations in the retarded one.
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FIG. 5. Scaled steady-state current as function of the scaled bias voltage V/V,.. We plot the analytic solution for 7 = 0 (solid black line), the
extrapolated AMEA current (filled circles), and the current for L = 17 and L = 19 (open symbols). Shown are results for J/ = 0.2 (red symbols)
and J' = 0.5 (blue symbols). The arrows indicate the data points which correspond to the voltage V = 2 for the two different considered J'.
The inset shows an example of the current vs. cost function I(x) for V = 1.2, J' = 0.5 (filled blue circles) and the corresponding linear fit
(solid red line) as well as the extrapolated value at zero cost function (open red circle) together with the analytic result (filled black diamond).

Other parameters are 7 = 0.025 and U = 2.

the fit only for one of the two baths, e.g., the left ones, and
obtain the parameters of the right bath by a particle-hole
transformation. Thus, also the cost function for the left and
right bath will be equal for a given bias voltage, x;, = xg. To
illustrate the mapping, we show in Fig. 4 two examples for
such a fit with L = 13 (Ng = 6) and L = 19 (N = 9). Notice
that the same fit can be used for any set of parameters in the
interacting region.

B. Extrapolation of the steady-state current

Since there are no free parameters in Eq. (17) we can use
this as a benchmark for our numerical approach and test the
extrapolation scheme of Sec. IV. However, it should be noted
that our results are obtained for 7 = 0.025 while Eq. (17) is
the result for zero temperature.

Given an auxiliary system of size L we can evaluate the
current over a physical bond i in the auxiliary system [69]

liiy1 = Ei+1,i(c,T+1Ci) — Eiini{clcin),

= 2Ei+1,ilm<C,T+1Ci>, (22)

where the parameters E; ;) represent the hopping along the
chain in the interacting region. In the following, we consider

results obtained with 7 < L < 19. In Fig. 5 we plot the univer-
sal steady-state current together with the corresponding data
points obtained with AMEA forJ’ = 0.5 and J' = 0.2. Shown
are the AMEA results for individual system sizes as well
as the extrapolated current. We find a linear relationship to
normalized cost functions, x/xo &~ 1, suggesting that higher-
order terms in the Taylor expansion, Eq. (15), are suppressed
in the present case.

We see that the current improves significantly toward the
analytic solution thanks to the extrapolation scheme. As men-
tioned above, the analytic solution is only valid for not-too-
large bias voltages [70]. Indeed, we see a systematically grow-
ing deviation between the analytic solution and the current
from AMEA for voltages V 2 2; see the markers in Fig. 5.

For J' = 0.2, somewhat larger deviations from the analytic
solution are visible around the maximum of the scaled current.
These are due to the finite temperature, which introduces a
broadening of the Fermi edge and, thus, can be seen as an
uncertainty [71] in the chemical potentials or, equivalently,
in the voltage AV ~ T. The important point is that this
uncertainty is symmetric around the correct V value. In the
linear regime, this uncertainty is compensated, because to a
446V corresponds (approximately) a 44/ which essentially
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cancels out. This does not occur in the quadratic regime close
to the maximum. Therefore, here the error in [/ is larger. This
effect is larger for small J’ because any error in the current gets
amplified in the scaling plot for /' = 0.2 (where V, =~ 0.37)
in contrast to J' = 0.5 (where V, ~ 1.27).

The inset in Fig. 5 shows an example extrapolation. As
one would expect, the data points with bigger cost functions
(smaller system sizes) show a stronger scattering from the
linear fit than the more accurate points. While the points with
low cost functions make for more confidence in the results, the
accuracy of the extrapolated current does not suffer when the
biggest system size, L = 19, is excluded from the analysis.
This suggests that when utilizing the extrapolation to zero
cost function, it is probably not necessary to simulate the
biggest system sizes within reach. Rather, one can check for
a small fraction of points whether the (usually very CPU-
time intensive) bigger system size(s) are worth calculating.
However, if error estimates are used, then points at lower cost
functions will reduce the uncertainty in the final result.

C. Spectral function of the IRLM

In this section, we evaluate the steady-state single-particle
Green’s function G at the central impurity site. The calcula-
tion is carried out in the real time domain and we use the
approach discussed in Sec. III, see also Sec. A2. We use a
step size of dt = 0.05 and 10° time steps to first reach the
steady state at o = 5x 10°. We have verified that expectation
values of static observables do not change after this time.
Then we sample the Green’s function G(¢ —ty) for later
times beyond f#y up to fe.ng = fo + 6000dz. This is sufficient,
since here G(feng — o) < 107°. Finally, we average G over
O(10°) realizations and determine the spectral function by
direct Fourier transform. All results presented in this section
are obtained with an auxiliary system of size L = 13. The
corresponding hybridization function is shown in the lower
panels of Fig. 4.

Like any nonequilibrium approach, AMEA is also ap-
plicable in equilibrium situations which is just the special
case when u; = u, = 0, allowing us to compare our results
against the literature. In Fig. 6, we compare our results to the
equilibrium density of states obtained by Braun and Schmit-
teckert via MPS [72]. For interaction strengths U < 2 that are
small compared to the bandwidth, we observe a very good
agreement with the reference over the whole frequency range.
At the self-dual point U = 2 we start to see small quantitative
deviations of peak heights but still obtain an satisfactory
agreement. When the interaction becomes comparable to the
bandwidth, U = 3, the deviations become significant and
continue to grow as the interaction is increased (not shown).
The reason for the growing deviations, such as sharper reso-
nances in the AMEA results and a different behavior around
zero frequency, is that in the present AMEA mapping to a
system of size L = 13 the region outside the bandwidth is
not well reproduced, see also Fig. 4. While these states do
not play a role as long as all energy scales in the system are
small compared to the bandwidth, i.e., in the scaling regime,
the details of the leads at higher energies become important
when the interaction becomes comparable to the bandwidth.
However, the latter does not mean that AMEA is not at all

—— Braun and Schmitteckert 2014 |

100 ---AMEA L = 13 h
TF :
~ E ]
~ [ il
3 107 T .
= E — U =3 -
&0 [ U=2 1
— , = U — 1 \\\ il
107 U=0 E
E

0 05 1 15 2 25 3 35 4 45 5 55 6

w/J

FIG. 6. Equilibrium (V = 0) spectral function at the impurity
site, » = 0, for different interaction strengths. We compare our results
with Braun er al. [72] (obtained at 7 = 0). Our parameters are
J' =02, T =0.025.

applicable in this parameter regime; rather, one has to make
sure that the region outside the bandwidth is also faithfully
reproduced by the auxiliary system. This can be achieved by
using a differently distributed cost function in the fit or by
going to larger auxiliary system sizes.

Impurity spectral function at finite temperatures

We complement our benchmark of the spectral function
in the limit of low temperatures with a presentation of finite
temperature results, where our method has an even better
accuracy. In Fig. 7, we plot the impurity spectral function
for increasing temperatures and two different hybridization
strengths, J' = 0.2 and J' = 0.5, at the self-dual point U = 2.

We observe that with rising temperature the resonances
around o =~ 2, 4 get weakened and the spectral function de-
velops a broad central peak for both considered hybridization
strengths. While for J' = 0.2 the amplitude of this peak is
decreasing with increasing temperature, the trend is reversed
for J/ = 0.5 where the peak is formed around 7 = 0.8 and
continues to grow. This different behaviors can be interpreted
as the consequence of two competing effects of the increasing
temperature. First, there is a shift of spectral weight away from
the resonances around w & 2,4 to small frequencies which
leads to an increase of the central peak. Second, in addition to
broadening effects due to the hybridization, the central peak
gets broadened by temperature which tends to decrease its
height due to the overall normalization.

For the smaller hybridization strength, where the initial
broadening due to the hybridization is smaller, the increase
in broadening initially dominates over the shift of spectral
weight, leading to a decreasing central peak as function
of temperature, while the two effects balance out for high
temperatures, 7 ~ 1. In the case of the larger hybridization,
the shift of spectral weight dominates the behavior of the
zero-frequency spectral function.
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FIG. 7. Equilibrium spectral function at the impurity site, r = 0,
for different temperatures and two different hybridization strengths.
Panel (a) for J/ = 0.2 and panel (b) for J/ = 0.5.

D. Performance

From a numerical point of view, the SWF method has two
main advantages. First, since one evolves wave functions there
is no need to square the Hilbert space as when one deals with
the density matrix. For the present case of using Krylov-space
methods, this means that one can use a twice as large L and
thus achieve a much better accuracy. Second, individual real-
izations of possible time evolutions are independent, which
means that the method is easily parallelizable. This makes
SWEF very suitable for future cluster facilities which thrive on
highly parallel algorithms.

However, the price to pay is a CPU time that is about 20
times longer than solving an auxiliary system with the same
value of the cost function by MPS. On the other hand, thanks
to parallelization, the wall time can obviously be made almost
arbitrarily small. For example, the GF’s for L = 13 in Fig. 6
where averaged over about half a million realizations where a
single one takes around 1 s. For comparison, the solution with
the superfermion plus ED approach for L = 13 would be on
the order of minutes.

VI. SUMMARY, CONCLUSION, AND OUTLOOK

We reported on technical developments within the auxil-
iary master equation approach and applied it to the IRLM

in and out of equilibrium to benchmark the new techniques.
We successfully applied the SWF algorithm to determine the
steady-state properties of the auxiliary Lindblad system. On
the one hand, the SWF algorithm is highly parallelizable
allowing to reach very low wall times. On the other hand,
we found that in the current implementation of SWF+ED
the total CPU time for a spectral function is 20 times higher
than in available alternatives for the solution of the aux-
iliary system introduced by AMEA. Further, we saw that
an auxiliary system size of L = 13 is enough to obtain
reliable spectral information of the IRLM for interactions
U <SW)2.

We obtained a further significant improvement by extrap-
olating physical quantities, most notably the current, to the
Np — oo limit. In fact, it turns out to be more effective
to extrapolate linearly in the cost function x, which then
would correspond to an exponential extrapolation in Ng. Such
an extrapolation is able to improve the results significantly
and possibly circumvents the need to go to larger system
sizes.

In addition, we introduced a variable rank parametrization
of the auxiliary Lindblad matrices which typically reduces the
number of fitting parameters in the AMEA mapping. Employ-
ing the new parametrization together with an optimization
routine from machine learning, we were able to maintain
an exponential decrease of the cost function also for larger
system sizes where the previously used parallel tempering
algorithm failed.

In view of the high parallelizability of the SWF algorithm,
which we found to hold in practice, the fact that MPS is
limited in CPU time rather than system size makes a possible
SWF+MPS implementaion of AMEA an ideal combination.
Especially the combination of AMEA within SWF and FTPS
[54]—a generalization of MPS—together with further opti-
mizations, such as extrapolating the Green’s function to larger
times with linear prediction, could prove to be very fruitful
with respect to nonequilibrium DFT+DMFT.

Besides the technical developments within AMEA and
their benchmark within the IRLM, we also investigated the
effect of increasing temperature on the impurity spectral
function. We find that the competition of temperature induces
broadening effects and shift of spectral weight gives rise to
different behaviors of the spectrum around zero frequency for
different hybridization strengths.
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APPENDIX: TECHNICAL DETAILS
OF THE SWF ALGORITHM

In order to present the SWF algorithm, we consider a
general Lindblad system for a generalized “density-matrix”
o = f{cP)Hp, where f({c'P}) denotes some function of
fermionic operators,

L=~La+Lp.

It is composed of a central region with Hamiltonian A and the
corresponding Liouvillian Lp,

Lyo = —ilH, ],
and a dissipative part described by Lp,

. . 1
Lpd = ZZ 1"i(})(:l:cj;gc;r — E{Q’ c;rcj})
ij

(AL)

(A2)

—|—2ZF(2)<:EC oc; — {Q c]cj}> (A3)

Here i and j run over all L sites of the system and "/
are L x L matrices. The minus sign in Eq. (A3) is valid if 9 is
odd in the number of fermion operators, i.e., 0 = c( p. This is
the case with Green’s functions, where we need to propagate
Mp.

In order to obtain the jump operators one has to diagonalize
the matrices T'®, 8 =1, 2,

B) _ B, BB
21 _ZUik i Up s
k

and end up with the eigendecomposition of the dissipator,

1
Lop=3" (iL]Eﬂ)pL]((ﬁ)T o L]((ﬁ)TL]Eﬂ)}) (Ad)
I
M) Dy
L = Z Ui*e;,
(2) Z (2) T (A5)

The anticommutators in Eq. (A4) are included into the
effective, non-Hermitian Hamiltonian [73],

_ i By ()
Her = H — 3 > oL

=H—iZ[Ffl) F(2)cc, ZZF(Z).
ij

With this Hamiltonian and the jump operators L,Eﬁ ),
Eq. (AS5), one formulates the SWF algorithms in Sec. III,
Figs. 1 and 2.

(A6)

1. Jump-time search and Arnoldi

As mentioned in Sec. III we use the so-called Arnoldi al-
gorithm [39] for the time evolution. Arnoldi is a Krylov space
method analog to Lanczos but for non-Hermitian Hamilto-
nians. For a given initial state, |Y), and time interval, dr,
a Krylov space, spanned by @, is generated by iteratively

applying H.g to the starting vector until a satisfactory approxi-
mation for the time evolution operator e~*He1d! ~ Qfe~iHkdt
is found. For any given time ¢ up to the maximal time dt,
the state and the corresponding norm needed for the SWF
algorithm are given by

v @) = QTe ™' Q) = QTe T, (A7)
o = Ol¥o) = (1,0,0,...)7, (A8)
IO = (olQ' e Q0T e ™5 Qlyg),  (A9)
——
1
= vOTe’H teTHKIY,, (A10)

where we have used the property that Q|v) is nothing else
than the first Krylov vector and QQ =1 is the identity
[74]. We want to point out that by virtue of Eq. (A10) the
norm can be calculated within the Krylov space representation
itself, which is typically of size dimg = O(10), without the
need to use the transformation matrices Q which are of
dimension dimy = dimrdimg, where dimy is the dimension
of the Hilbert space (many-body Fock space). Differentiating
Eq. (A10) yields

%HI/I(I)HZ = —2Im(7, ¢t iHye™ HT), (Al1)
which allows to determine the jump time #; in the SWF al-
gorithm, satisfying [ (¢;)]|> — r; = 0, by applying Newton’s
method.

2. Practical implementation for the steady-state situation

Here we want comment on the practical implementation
for the special case of steady-state quantities.

a. Steady-state observables

We start with the, with respect to the needed numerical
simulation protocol, simpler case of sampling a steady-state
observable. A steady-state expectation value is obtained like
in a MC simulation. We start with a random starting state and
time evolve the system until it reaches the steady state, where
the system is time-translational invariant (like the thermaliza-
tion in a MC simulation). Once we are in the steady state, we
start measuring the observable generating an autocorrelated
time series from which an estimator of the expectation value
can be obtained. As usual the time series needs to be long
enough to have overcome autocorrelations, which can be
checked for example by a Binning plot.

For the present case we typically recorded N,, = 2'® mea-
surements separated by a time At = N, dt with a time step
dt = 0.05 and N, dt = 16dt ~ 10f;, where f; is the average
jump time. For thermalization we performed additionally 10%
of the total time evolution leading to O(10°) thermalization
time steps. Parallelization can be achieved by computing
several individual realizations on a single cluster node, where
each realization is bound to one core, for instance.

b. Steady-state single-particle GF’s

To obtain steady-state GF’s of the Lindblad system we
follow Ref. [40]. In short, it is best to calculate the lesser and
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greater steady-state GF, defined by

G5(1) = i{c]()cj)oor  GF(1) = —i(ci(t)c]) oo, (A12)
where (-)oo = T,{-poo} denotes the expectation value in the
steady state. We sample the GF by first time evolving into
the steady state like above. Next, we apply the operator ¢(7,
construct the doubled Hilbert space, continue to time evolve in
the doubled Hilbert space, and measure according to the SWF
algorithm in the doubled Hilbert space.

As stated in the main text, the time steps needed for GF’s
is of O(10%) and to reach the accuracy needed for smooth
spectral functions, we had to average over O(10°) realizations.
Further, we perform O(103) time steps to get into the steady
state. For the performance in terms of CPU time, it is crucial
that the time steps into the steady state are done only for
a small fraction of the realizations; the corresponding final
states are saved [75]. Another realization starts from a state
obtained by time evolving such a saved state for some time
At 2 100¢;, where 7; denotes the mean jump time [76], to
make sure that individual realizations are independent to a
very good approximation. Here we note that only early times
will be correlated as the realizations gain in independence
through the jumps in the time evolution [77].

i. Multistates. One can sample multiple correlation func-
tions, Gpa,(t,t'), together when generalizing the doubled
Hilbert space to a multiple Hilbert space. For this, generalize

Y(t)
d1(1)

o) = (A13)

u(t)

with the excited states ¢; = A; |{). For instance, this allows
us to sample the lesser and greater GF together in a tripled
Hilbert space or multiple components of a cluster GF [78],

G;ij. The advantage is that [) is only time evolved ones,
where as in the individual approach, with only a doubled
Hilbert space, |¢) is time evolved n times.

ii. Destroyed states in the multiple Hilbert space. Here we
want to elaborate on the fact that part of the state may be
destroyed when applying the SWF algorithm in the multiple
Hilbert space. For simplicity, we consider in the following
a doubled Hilbert space. Part of the state can get destroyed
when the system leaves the physical particle sectors through
the application of a jump operator [79]. For instance, a state
can get destroyed when the system is in the N = L particle
sector and a jump operator L,Ez) gets chosen that increases the
particle number.

First, let us note that this cannot happen in the sin-
gle Hilbert space since the corresponding weight wg;

||L,((2)1p(tj)||2 is zero and this jump operator will never be
chosen. The situation is different in the doubled Hilbert space
when the two components of a state reside in different particle
sectors. Too see this, let us consider the case of the greater GF.
Here, if |/) is in sector N, then |¢) will always describe a state
with N 4 1 particles, since the jump operator applied is the
same for both components. If at some time #y, |¢) is in the
sector L, then the weight for a jump operator that increases the
particle number, wg o< |[ILE W (1)1 + [ILPd(2;)1]?, might
be nonzero since the first part can be nonvanishing.

If part of the state is destroyed, then all subsequent mea-
surements in this specific realization of the time series for the
GF will all be zero.

It is important to realize that this is the correct behavior.
It exemplifies why the doubled Hilbert space is needed when
calculating correlation functions and why it would be wrong
to simply consider an independent time evolution for the
excited state and the initial state separately. In fact, in the
independent approach, any correlation between the initial
state and the final state would be lost very quickly through
the stochastic process and it is key that the two states always
jump together, thereby mediating the correlation.
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