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Abstract—Evolutionary Algorithms (EAs), inspired by biologi-
cal mechanisms observed in nature, such as selection and genetic
changes, have much potential to find the best solution for a given
optimisation problem. Contrary to Darwin, and according to
Lamarck and Baldwin, organisms in natural systems learn to
adapt over their lifetime and allow to adjust over generations.
Whereas earlier research was rather reserved, more recent
research underpinned by the work of Lamarck and Baldwin,
finds that these theories have much potential, particularly in
upcoming fields such as epigenetics. In this paper, we report on
some experiments with different evolutionary algorithms with
the purpose to improve the accuracy of data mining methods.
We explore whether and to what extent an optimisation goal
can be reached through a calculation of certain parameters
or attribute weightings by use of such evolutionary strategies.
We provide a look at different EAs inspired by the theories of
Darwin, Lamarck, and Baldwin, as well as the problem solving
methods of certain species. In this paper we demonstrate that the
modification of well-established machine learning techniques can
be achieved in order to include methods from genetic algorithm
theory without extensive programming effort. Our results pave
the way for much further research at the cross section of machine
learning optimisation techniques and evolutionary algorithm
research.

I. INTRODUCTION AND MOTIVATION

The original idea to use algorithms inspired by evolutionary
paradigms in the sense of Darwin, Lamarck or Baldwin,
reaches back to the early days of computer science [1]
and gained momentum with the introduction of adaptive
systems by John H. Holland (1962) [2]. Since the 1980s,
EAs have been used to address optimisation problems due
to their robustness and flexibility, especially in fields where
traditional greedy algorithms did not provide satisfactory
results. Traditional evolutionary paradigms are usually
divided into two groups according to the principle invoked to
explain the biological change: While Lamarck proposed the
inheritance of acquired characteristics, Darwin underlines the
role of selection on random genetic variation, and Baldwin
proposed a mechanism for specific selection for general
learning abilities. The most commonly used EAs are inspired

by the evolution theory of Darwin and, whilst the theories of
Lamarck or Baldwin were questioned a lot in the past, recent
research has found much potential, particularly in epigenetics.
In this paper, we report on exploring the possibilities of
optimising data mining methods, being inspired by these
theories, which has much potential for further research e.g.
in classification optimisation [3], or imbalanced data [4], or
in feature selection [5], to mention only a few.

II. EVOLUTIONARY ALGORITHMS INSPIRED BY DARWIN,
LAMARCK, AND BALDWIN

A. Background

A recent overview on EA’s and particularly a discussion on
the differences between the theories of Charles Darwin (1809–
1882) versus Jean-Baptiste de Lamarck (1744–1829) can be
found in [6]. Darwinism was not the only theory of evolution
of the time, and less known to computer scientists may be
Lamarckism, which states, unlike Darwinism, that selection
is not the driving force of evolution, but the inheritance of
acquired characteristics or inherited “effort” of the organisms
themselves. It was assumed that appropriate characteristics
arise from the desire of the organisms to achieve them (strive
for perfection). So, unlike Darwinism, where evolution is
only a result of competition and selection, in Lamarckism the
organisms themselves control evolution. This is accomplished
through practice and training. Although in biology, Lamarck-
ism would be possible if there was a mechanism that translates
phenotypic changes into the sequence of the responsible gene,
this theory was mostly rejected. However, Lamarckism might
provide some answers, especially for modern genetics and
medicine. In epigenetics, which very early dealt with questions
of evolution, it was found that there are special traits which
can be inherited without being part of the genetic code. The
possibility that acquired behaviour or marks can be passed
from parents to children is currently in serious debate and
the advent of epigenetics is hailed as a profound shift in our
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understanding of inheritance, i.e. that genes also possess a
type of “memory” [7], [8]. Research in epigenetics is on the
increase in the medical field [9]; a very recent example in
cancer research can be found in [10].

Even lesser known to computer scientists may be a theory
suggested by James Mark Baldwin (1861–1934) in 1896 [11],
named the Baldwin effect by Simpson (1953) [12] and which
is based on the following observations [13]: If a species is
evolving in a changing environment, there will be evolutionary
pressure to favour individuals with the capability to learn
during their lifetime. For example, if a new predator appears in
the environment, then individuals capable of learning to avoid
the predator will be more successful than individuals who
cannot learn. In effect, the ability to learn allows an individual
to perform a small local search during its lifetime to maximise
its fitness. In contrast, non learning individuals whose fitness
is fully determined by their genetic makeup will operate at a
relative disadvantage. Those individuals who are able to learn
many traits will rely less strongly on their genetic code to
“hard-wire” traits. As a result, these individuals can support
a more diverse gene pool, relying on individual learning to
overcome the “missing” or “not quite optimised” traits in
the genetic code. This more diverse gene pool can, in turn,
support more rapid evolutionary adaptation. Thus, the ability
of individuals to learn can have an indirect accelerating effect
on the rate of evolutionary adaptation for the entire population.

B. Basic principles of evolutionary algorithms

The standard approach applied by most genetic algorithms
is to generate solution candidates which are a symbolic repre-
sentation of chromosomes. Like their biological counterparts,
these candidates consist of multiple entities which can be seen
as the individual genes of the chromosome. While real genes
offer a very complex structure, in evolutionary algorithms they
are usually represented by primitive numeric types[14].

In the beginning, a population is initialised and different
functions based on evolutionary principles are applied to that
population in a loop, which is called a generation, until a
specified termination criterion is reached.

The procedure for such algorithms usually follows similar
methodologies and can be summarised as follows [14]:

• Initialize population: The encoded solution candidates
are generated randomly or by a given function.

• Evaluate fitness: Evaluates similar to a cost function how
close each one of the candidates is to the optimal solution.

• Selection and Crossover: The chromosomes most re-
moved from the desired solution are removed while
children will be produced from the best chromosomes
in the population.

• Mutation: To avoid the possibility of getting stuck near
a local optimum, a random factor is introduced and genes
of certain chromosomes will be altered in a random
manner.
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Fig. 1: Flow chart of a Darwinian evolutionary algorithm.

C. Differences in the implementation of the theories

There are certain changes that need to be made to adapt
an implementation of a evolutionary algorithm based on the
Theory of Darwin to represent the theories of Lamarck or
Baldwin. We continue with the basic structure of these al-
gorithms and their differences. The implementations we will
explore in the following sections are only figurative ways to
apply these ideas to the field of computer science.

A description of Darwinian Theory can be seen in Figure 1,
while a description of the Lamarckian/Baldwinian Theory can
be seen in Figure 2 [15].

This strategy uses an adaptation tactic to modify certain
chromosomes in order to transform them to become a fitter
solution candidate in their environment. Either a certain
percentage of chromosomes or the entire population can be
target of this modification process.
These tactics have proven to offer great advantages trough
repairing unfit chromosomes[16]. These adaptations can
be carried out additionally or instead of the mutation
processes, seeing that adapting to an environment is a form
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Fig. 2: Flow chart of an exemplary Lamarck evolutionary
algorithm. The Lamarckian adaptation function can also be
performed instead of the mutation.

of mutation[17].
The adaptation of individual chromosomes can be performed
trough a local search optimisation, for example with an Hill
Climbing algorithm[17].

The theory of Baldwin proposes a more passive
implementation compared to the Lamarckian method
and stays closer to the Darwinian theory. A local search
optimisation is performed on certain individuals before their
fitness can be evaluated, but the changes are not encoded
back into their chromosomes [18].
Through this mechanic, the adaptation to the environment
still produces an advantage for certain chromosomes but

these changes will not directly get passed on to the next
generations. An advantage will only be passed on indirectly,
making this method a passive Lamarckian algorithm.

III. EXEMPLARY OPTIMISATION OF A NAIVE BAYES
CLASSIFIER

Naive Bayes is a very effective classifier used in different
forms of data mining. A weighted Naive Bayes is an extension
of this classifier presenting the possibility to improve its
accuracy by applying different weightings to attributes[19].

A. Optimisation experiments requirements

The basic classification in our experiments was executed
with a simple multinomial Naive Bayes using evolutionary
algorithms to improve the result calculated through a normal
density function. The experiments were performed with
the help of the Weka[20] engine, a collection of various
machine learning methods and data sets. The experiments
were performed on an open data set of patients diagnosed
with diabetes.

The dataset used to evaluate the algorithms was obtained
from the University of California, Irvine’s Machine Learning
Repository [21]. The repository contains over 280 datasets
that are made available as a service for the machine learning
community for the purposes of experimentation, evaluation,
and benchmarking. The Pima Indians Diabetes dataset chosen
by our group for the algorithm comparison. The dataset
consists of n=768 instances (patients) and m=8 integer and
real number attributes. All patients were female and at least
21 years of age. The eight attributes for each patient are as
follows (the ninth item being the vector’s label):

1) Number of times pregnant
2) Plasma glucose concentration
3) Diastolic blood pressure in mm of Hg
4) Triceps skin fold thickness in mm
5) Two-hour serum insulin in µ U/ml
6) Body mass index
7) Diabetes pedigree function
8) Age in years
9) Class variable (diabetic or non-diabetic)
The dataset does not define a training set and test set, the

results of the BayesNet algorithm mentioned in this article was
the result of a 10-fold cross-validation. A quick comparison
between well-established methods and evolutionary methods
can be performed more easily through the use of the Weka
software.

B. Encountered problems

We experimented with Bayesian Networks and multinomial
Bayes classifiers and researched on the possibility of how
to optimise their classification accuracy. Most of the well
established algorithms already offer good optimisation and



parametrisation techniques. Because of this an improvement
in classification accuracy was unlikely, especially considering
the possibility of applying different algorithms consecutively
to achieve optimal results.

C. Implementation

The implementation of the evolutionary algorithms was
performed in Java and based on the Naive Bayes algorithm
implemented in Weka[22] to illustrate the mechanisms.
The weights of the different attributes used to calculate
the probability distribution were initialised at random and
improved by the evolutionary mechanism until a certain
generation was reached. This phase was performed against
a training set. Each individual chromosome consists of the
necessary parameters to calculate the density function need
for the normal distribution class membership prediction:

f(x) =
e(−(x−µ)2/(2σ2)

σ
√
2π

.

The fitness or accuracy of prediction for each individual
chromosome is evaluated by calculating the probabilities of
class memberships for each instance of the training set:

Algorithm 1 Fitness function

1: procedure FITNESS FUNCTION(weightings[], List train-
ingSet)

2: for all instances of trainingset do
3: for i = 1 to NumberOfClasses do
4: for all attribute to MaxNumberAttributes do
5: probability[i] *= NORMDISTRIBU-

TION(attribute + weightings[attribute])
6:

7: index←INDEX OF MAX(probability[])
8:
9: if index == CLASS OF(instance) then

10: INCREMENT(fitness)
11: else
12: DECREMENT(fitness)
13:
14: RETURN fitness

After a ranking based on the quality of the different
solutions is concluded, the evolutionary functions like
mutation, crossover and selection, described in the preceding
section, can be applied. The different evolutionary functions
can easily be implemented to fit the purpose of this
optimisation task.

D. Results

In our experiments the fitness of an individual solution
candidate was determined by the number of correctly classified

TABLE I: Weka Bayesian network prediction performance on
the diabetes dataset.

Metric Score
Correctly Classified Instances 586 (76.3021%)
Incorrectly Classified Instances 182 (23.6979%)
Kappa statistic 0.4664
Mean absolute error 0.2841
Root mean squared error 0.4168
Relative absolute error 62.5028%
Root relative squared error 87.4349%
Total Number of Instances 768

TABLE II: Weka Bayesian network confusion matrix on the
diabetes dataset.

a b ← classified as
422 78 a = testedNegative
104 164 b = testedPositive

instance in the training set of the diabetes dataset. The adap-
tation was carried out trough an hill climbing strategy using a
standard mutation process to improve randomly selected chro-
mosomes before evaluation would take place. The adaptation
function used the same mechanisms as the fitness function to
measure the success of the mutation in the adaptation process.
To measure the results the testing classification algorithm was
conducted in Java, and the classification success was compared
to other algorithms already available in the Weka software on
the same diabetes dataset.
The usage of an adaptation instead of the classical Darwinian
mutation resulted in no significant differences. While Naive
Bayes is usually a very efficient classifier (see Table I and
Table II), it performed only average on our diabetes data set.

Methods based on Naive Bayes algorithm achieved
around 75%. The introduction of attribute weighting trough
evolutionary algorithms only resulted in around 68% accuracy.

522Evolutionary classifier

586Naive Bayes classifier

571Bayes Net classifier
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Fig. 3: Correctly identified instances.

E. Future challenges

The application of evolutionary algorithms to well-
established machine learning algorithms yielded relatively
unimpressive results. However, their advantage of being
easily adaptable to a multitude of optimisation tasks offers
a huge variety of possibilities to improve machine learning
algorithms. We conclude from these at first sight rather
negative results, that an optimisation of feature selection



algorithms on a data set with a large numbers of instances
could result in much better accuracy ratings. We encountered
the conceptual problem to identify machine learning methods
that would provide a useful application of evolutionary
algorithms to gain real advantages in classification accuracy.
Regarding this unanticipated limitation we were not able to
perform a direct optimisation on those algorithms. Based
on the research problems we encountered on the direct
optimisation of machine learning methods we propose the
future research suggestion to explore the usage of evolutionary
algorithms in more diverse fields such as feature selection,
which indeed has much potential and opens a lot of research
directions.

IV. CONCLUSION

In this paper we have discussed the use of EAs for the
weighting of nodes in a Bayesian network. While the use of
EAs for the weighting values of nodes in a Naı̈ve Bayes did
not result in improved results when compared with a more
traditional method, this paper has shown that the implemen-
tation of evolutionary algorithms in machine learning can be
achieved without extensive effort. The implementation of a
basic genetic algorithm in Java is relatively straightforward,
while altering the Weka Bayesian network machine learning
algorithm was also not a significantly large undertaking.

In future, we will concentrate on altering several aspects of
the machine learning process using genetic algorithms. The use
of an evolutionary algorithm as a replacement for a gradient
decent optimisation function, for example, is only one poten-
tial aspect of machine learning that could be complemented
using a genetic algorithm. However, as pointed out emphati-
cally by DeJong, Evolutionary Algorithms are not just function
optimisers [23], and future work shall concentrate on using
techniques such as genetic algorithm theory to design new
methods for feature selection, for example. In this paper, we
purposely focused on Bayesian networks as they work using
weighted nodes, which makes it convenient for alteration using
a genetic algorithm, yet there are dozens of machine learning
techniques such as meta-learning (e.g. AdaBoost), decision
trees (e.g. Random Tree), or Support Vector Machines, all of
which allow for customization and/or adaptation through the
use of genetic and evolutionary algorithms.

Three main avenues could be explored in future: the use of
such algorithms in 1) optimisation techniques (replacing gra-
dient decent for example), 2) parametrization, and 3) feature
selection. As we have shown here, the implementation of EAs
in machine learning can be achieved in a relatively short time,
meaning much experimentation can be performed quickly in
order to discover novel areas where genetic algorithms can
compliment machine learning algorithms to achieve better
classification results.

We are confident that the alteration of machine learning
algorithms through the use of evolutionary algorithms using
genetic programming, genetic algorithms, and the like, will be

an area of much interest and a promising area of research in
the coming years.
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