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Abstract—Highly automated or autonomous vehicles will be
dependent on systems that have to perceive the environment
to make valid decisions during the driving cycle. One of the
key enablers for autonomous and highly automated vehicles will
be Light Detection And Ranging (LiDAR) technology. A Micro-
Electro-Mechanical System (MEMS) based Micro-Scanning L-
iDAR is able to detect obstacles in a predefined Field-of-View
(FoV). The point cloud stability of the scanned FoV is mandatory
to be able to make a valid point where the obstacle is located
in the scenery. Due to the fact that massive shocks can occur
arbitrarily to the system, it is necessary to be able to detect
and correct them as fast as possible that point cloud stability
can be recovered as fast as possible. In this paper, we introduce
a novel system architecture that enables a fast shock detection
and correction of phase and frequency for MEMS-based Micro-
Scanning LiDAR Systems. Our novel introduced fail-operational
detection and correction system architecture was implemented in
a 1D MEMS-based Micro-Scanning LiDAR FPGA platform to
prove its feasibility and for performance evaluation.

Index Terms—LiDAR, 1D MEMS Mirror, automated driving,
fast shock correction, failure recovery system

I. INTRODUCTION

Safety is a really sensitive topic in automotive applications,

at least since Advanced Driver-Assistance Systems (ADAS)

are integrated into vehicles. If the safety of such ADAS is not

ensured, automated driving cannot be possible in any case. [2]

There are so-called SAE levels, which indicate the degree of

automation of the vehicle. [3] The SAE Level is declared by

reference to the integrated systems in a vehicle, which are

responsible for enabling automated driving. Currently, fault-

tolerant systems are applying the fail-safe approach. Fail-safe

Fig. 1. PRYSTINE’s concept view of a Fail-operational Urban Surround
perceptION (FUSION). [1]

means that the system either directly possesses a safe state or

is brought to a safe state by a special action if a failure occurs;

it can also be a system shutdown. Due to highly automated

vehicles in the future, it is mandatory that systems which

are responsible for driving operation have to be fault-tolerant.

Regarding this, systems of future highly automated vehicles

have to be fail-operational. A fail-operational system tolerated

at least one failure and stays operational at least degraded. [4]

How the State-of-the-Art (SoA) architecture of such systems

has to be built up is described by Temple et al. [5] Due to

the reason that we are considering our system as a sensor

of the overall system architecture, we pursued a different

approach for developing a fail-operational architecture for a

MEMS-based LiDAR sensor system. Nevertheless, a LiDAR-

based sensor system will not be sufficient for an environ-

ment perception by a highly automated vehicle. Therefore,

the PRogrammable sYSTems for INtelligence in automobilEs

(PRYSTINE) project is aiming a Fail-operational Urban Sur-

round perceptION (FUSION). [1] The FUSION of PRYSTINE

is based on robust RADAR and LiDAR sensor fusion and

control functions, illustrated in Figure 1, in order to enable safe

automated driving in urban and rural environments. Thus, it

is necessary to ensure also failure safety in the sensors, which

are embedded in the overall environment perception system.

Hence, this paper is dealing with a fail-operational architecture

for a MEMS-based LiDAR system. The remainder of the paper

is structured as follows. Background information about safety

states will be provided in section II. The overview of related

work on MEMS-based LiDAR systems is given in section III.

The novel architecture with higher robustness against external

problems will be introduced in detail in section IV, and the

achieved results, including a short discussion, will be provided

in section V. A summary and short discussion of the findings

will conclude this paper in section VI.

II. BACKGROUND

In safety-related systems, especially in automotive applica-

tions for highly automated driving, it has to be ensured that

obtained sensor data is correct or at least corrupted data is

detectable, and the system can make arrangements accordingly.

Kohn et al. [6] are describing two kinds of approaches that are

common to avoid or minimize a system failure. In Figure 2 is

depicted, how they want to achieve this risk minimization.
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Fig. 2. Realization of risk minimization. [6]

The only optional approach for a safety-relevant automotive

application is to minimize the risk either by implementing

an improved control, like a safe shutdown or a higher fault

tolerance. [6] We regard our LiDAR sensor system only as a

part of the entire environment perception system and hence

pursue another approach.

A. Fail-Silent

The system stays passive and does not influence other

components or systems in a wrong way. [4]

B. Fail-Safe

If there are detected non-tolerable failures, the system

switches to a safe system state. The system distinguishes two

possible states, either the application is executed unaffected,

or the system is stopped. [4, 6]

C. Fail-Operational

The occurrence of a failure is tolerated; the system stays

operational. [4] To achieve fail-operational behaviour, SoA

solutions must be designed redundantly and/or diversely. [6]

In our paper, a novel approach is used to achieve a fail-

operational behaviour for the LiDAR sensor system.

III. RELATED WORK

Until recently, only bulky LiDAR systems like the Velodyne

HDL-64E LiDAR were available on the market. [8] Therefore,

industry and academia are encouraged to research low-cost,

robust, and automotive qualified LiDARs. The answer can

be the MEMS technology. MEMS mirrors are already used

for optical scanners. [9–11] However, the problem of strong

shocks and their consequences on the MEMS mirrors were

neglected so far, since most applications are stationary. [11]

But in recent years there was the MEMS mirror technology

also introduced into the automotive domain. [7, 12–14] Druml

et al. [7, 14] have introduced a MEMS-based LiDAR system.

A. 1D MEMS Micro-Scanning LiDAR

Here, the 1D MEMS Micro-Scanning LiDAR concept by

Druml et al. is introduced. In Figure 3, the entire system

architecture of Druml et al.’s LiDAR system is illustrated. An

oscillating 1D MEMS mirror, a MEMS Driver ASIC, a laser

illumination unit, a System Safety Controller (AURIX) [15], a

Receiver Circuit and an array of photo diodes form the entire

chipset. The MEMS Driver ASIC is responsible for accurately
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Fig. 3. System concept of a 1D MEMS-based automotive LiDAR system by
Druml et al. [7]

operating the MEMS mirror. To achieve correct operation of

the MEMS mirror, the MEMS Driver ASIC besides actuating

the MEMS mirror is also sensing and controlling its move-

ment. [7] How an illumination of a scenery works by a 1D

micro-scanning LiDAR is depicted in Figure 4. By this idea,

laser beams are shot onto the 1D MEMS mirror and form a

vertical line. Due to the oscillation of the MEMS mirror, this

vertical line is moved horizontally across the Field-of-View

(FoV). In the FoV located obstacles reflected the light and a

stationary detector captures it. [7]

One of the most critical components of the MEMS-based

LiDAR system is the MEMS Driver. It is providing crucial

signals to the System Safety Controller (AURIX). These

signals are relevant to be able to monitor the current status of

the mirror during operation. Thus, there are essential tracking

signals, depicted in Figure 5, like the POSITION L (signal on

logical high represents a MEMS mirror alignment to the left;

else on the right) and the DIRECTION L (signal on logical

high represents a movement to the left; else on the right)

which provide accurate information about the MEMS mirror’s

position. [7]

Fig. 4. 1D micro-scanning LiDAR functional principle. [7]



Fig. 5. Essential MEMS mirror signals of the MEMS Driver ASIC. [7]

The maximum deflection angle of the MEMS mirror derives

from the actuation frequency and High Voltage (HV). There

are two options to operate the MEMS mirror, either the open-

loop or closed-loop operation. [16] For regular operation is a

closed-loop control strategy used. The mechanical behaviour

of the MEMS mirror is described, as seen in Figure 6, as a

non-linear harmonic oscillator. In the beginning, the MEMS

mirror’s operation point is located on the lower resonance

curve. Thus, the start frequency has to be decreased until the

operation point has been reached the jump frequency fjump.

At fjump, the MEMS mirror jumps onto the upper resonance

curve. That can be observed by a recognizable change in phase

relation and the mirror’s maximum deviation angle. After the

mirror reaches the upper resonance curve, the PLL mode will

be activated. Due to given physical limits, the MEMS mirror

is able to be operated on the upper resonance curve between

fjump and the fall-back frequency ffb.

B. Problem-Situation with Common PLL

Principally, the PLL is responsible for correcting a mismatch

in phase and frequency between the Driver and MEMS mirror

due to the lock on the phase of the reference signal. [17] But

under certain circumstances, like distorted utility conditions

during operation of a PLL [18], it is possible that an out of

Fig. 6. Druml et al.’s MEMS mirror response curve. [7]
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Fig. 7. Measurement of the effects of PLL lock loss after a fatal shock was
injected into the LiDAR system.

lock can appear in PLLs. [19, 20] It is already known that

vibrations can cause positioning errors in airborne LiDAR

systems. Ma et al. [21] showed it by reference to their analysis.

Furthermore, in the automotive sector, vibration stresses on

mechanical components such as mechanical connectors are

already taken into account in standards like ”USCAR-2”. [22]

Consequently, it is to be expected that vibrations will also have

an effect on automotive LiDAR systems. If vibrations affect

automotive LiDAR systems, also unintended shocks will do

it. Therefore, it is assumed that unexpected shocks will affect

the MEMS mirror’s movement.

Thus, in Figure 7 it is illustrated a simulation of fatal shock

affecting the 1D MEMS-based LiDAR System. It is clearly

seen that fatal shocks can cause a loss of phase and frequency

in a controlled system with a SoA PLL. Strasser et al. [23]

solved it with a fast system restart, which could take too long,

however, for a safety-critical state.

This gives rise to the following research questions, which

are dealt with in this article:

• Is it possible to correct phase and frequency of a MEMS-

based LiDAR System after it is seriously shocked during

runtime?

• If it is possible to correct phase and frequency during

runtime, is it possible to do so in an acceptable time?

IV. FAIL-OPERATIONAL SHOCK DETECTION AND

CORRECTION OF MEMS-BASED LIDAR SYSTEMS

In this section, we introduce our adapted architecture to

introduce fail-operational behaviour into our MEMS-based

LiDAR System. In Figure 8 is in black a simplified, com-

mon used PLL depicted. The red additions complete the

architecture of the novel introduced architecture with fail-

operational behaviour. Supplementary blocks are the Phase

Frequency Detection and Correction (PFDC) unit, the Shock

Detection (SD) subunit in the Phase Detector (PD) block,

and the Shock HV(ON/Off) (SHV) subunit in the Mirror

Subtiming block. Essential signals for the functionality of

the phase frequency detection and correction are Correction

Enable (CorrEn), Digitally Controlled Oscillator Correction

(DCOcorr), Phase Counter Correction (PCcorr), Switch Enable
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Fig. 8. Block diagram of a PLL architecture with the novel adaptions to include a fail-operational behaviour in the system.

(SwitchEn) and High Voltage Enable (HVEn). The description

of the blocks and signals follows in the succeeding subsection,

in which the procedure is elucidated. After the subsection with

the procedure, an additional subsection of the test procedure

is introduced. There the used hardware and the way in which

the shocks of the MEMS mirror were simulated are specified.

A. Process Flow of the Novel Procedure

The process flow, after a threshold value of the phase error,

is exceeded, is illustrated in Figure 9. The phase frequency

correction is divided into the following states:

1) INIT State

In the beginning, the PFDC unit is disabled, and all

values for phase and frequency detection are reset.

The most essential value is the Zero Crossing Timing

Counter (ZCTC), which is later mandatory for frequency

determination. As long as the PLL error is lower than the

predefined threshold, the PLL is responsible for phase

and frequency synchronization between the MEMS mir-

ror and MEMS Driver.

a) Threshold Value Exceedance

After the threshold is exceeded, the CorrEn signal

enables the novel Phase-Frequency-Detector (PFD)

in the PFDC block.

b) No Threshold Value Exceedance

As long as the predefined threshold is not exceed-

ed, the PFDC unit remains switched off. The HV

is switched on and off at predefined points of time

in the Mirror Subtiming block.

2) State 1

To be able to detect a Zero Crossing (ZC), it is manda-

tory that the HV is on. Hence, it will be permanently

turned on by the HVEn signal. As long as no ZC occurs,

the condition is maintained. After a ZC is detected, the

state is switched to State 2.

3) State 2

With the first detected ZC, the ZCTC will be enabled to

count up. With every rising clock, the value is increased.

This happens until the next ZC occurs. With the second

ZC, the ZCTC stops with counting, and the state is

changed to state 3.

4) State 3

The ZCTC will be used for calculating the frequency.

DCOcorr =

DCOmax · Subtiming range

ZCTC
(1)

In Equation 1, the corrected DCO increment will be

calculated by reference to the maximum possible DCO
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counter value, the Subtiming counter range, and even

ZCTC. This corrected value is saved until the next ZC

occurs, and the state is changed to state 4.

5) State 4

After a third ZC, a full mirror period has happened, the

PFDC block starts correcting. SwitchEn disables the

apparently wrong input of the DCO block from Loop

Filter block and enables the DCOcorr as input for it.

Furthermore, SwitchEn enables PCcorr for the Mirror

Subtiming block. Thus, DCO gets the calculated DCO

increment by DCOcorr for correct frequency. PCcorr

sets the Subtiming Counter (SC) value at 0x1000,

which must be the phase value at every ZC occurrence.

After the corrected values have been set, the MEMS

mirror and MEMS Driver in synchronization again. The

PFDC will be disabled again, and all values will be

reset. The PLL undertake control again until a further

fatal shock happened.

To illustrate it, Figure 10 shows a conceptual representation

of such a shock and correction scenario. The illustration is

divided into three sections. At first, the normal operation with

PLL and with disabled PFDC. Second, an abnormal operation

(e.g., fatal shock) where a PLL error threshold is exceeded and

MEMS mirror and MEMS Driver are out of synchronization.

Subsequently, the third section enabled the PFDC block and

final return to normal operation with PLL control.

B. Hardware and Test Procedure Specifications

The architecture presented above was implemented and

tested in the FPGA Prototyping Platform by Yoo et al. [14]

This FPGA Prototyping Platform consists of a MEMS Driver

Digital Part (FPGA), a MEMS Driver Discrete Analog Part,

and the 1D MEMS mirror. The 1D MEMS mirror should be

shocked. Due to the fact that it was not possible to measure

with actual shocks, shocks were simulated. The shocks inject-

ed into the system were simulated using a Shock Simulation

Block (SSB). That block sets the phase counter value of the

SC and the DCO value to random values within the possible

range at specific points in time during the test run. At these

points in time, the MEMS Driver has the same status it would
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Fig. 11. Measurement of two simulated, injected fatal shocks into the MEMS-
based LiDAR System with the novel architecture.

have in the event of an actual shock. This means that the actual

phase and frequency of the mirror no longer matches that of

the MEMS Driver.

V. RESULTS

In this section, we provide the measurement results of the

implementation from our fail-operational architecture, which

has been introduced in Section IV.

In Figure 11 it is shown the measurement of two simulated

fatal shocks, injected into the MEMS-based LiDAR System.

The two injected shocks are clearly visible by reference of the

two anomalies in the PLL Error plot, respectively Frequency

plot. After the threshold value of the PLL error is exceeded,

the novel PFDC block takes over and starts detecting the fre-

quency. After some time, the PFDC has detected the frequency

and corrects frequency and phase accordingly. PLL error is

approximately zero again, and the frequency is adjusted as

detected. Subsequently, the PLL takes over again and is able

to operate the system as usual.

TABLE I
MEASUREMENT RESULTS WITH NOVEL ARCHITECTURE

Begin End Time
in ms

First Injected Shock Correction Time 3177 3250 ∼ 7.5

Second Injected Shock Correction Time 18818 18877 ∼ 6

Finally, the results from Table I show that this process takes

about 7 ms till the PLL is settled, and frequency is adjusted.

In opposite, the system restart takes about 500 ms. Thus, this

is evidence that the novel procedure is considerably faster in

restoring point stability in the point cloud.

VI. CONCLUSION

In our paper, we have introduced a novel architecture for

phase and frequency detection and correction of 1D MEMS

Micro-Scanning LiDAR systems. The novel procedure reduces

the time of restoring a reliable state of the system after a

fatal shock, whereby the PLL lost its lock. In contrast to

the SoA PLL, the novel architecture does not need a system

restart. Thanks to the fail-operational behaviour, the point

cloud stability can be restored e.g., at 80 km/h after 20 cm



in contrast to 11 m and at 130 km/h after 25 cm in contrast

to 18 m. For highly automated applications, a fail-operational

behaviour of environment perception systems will be manda-

tory. Thus, the novel detection and correction procedure will

be a key enabler for fail-operational environment perception.

The overall objective hence is to ensure a safe driving state for

passengers and other road participants now and in the future.
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