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Foreword

The International Brain-Computer Interface (BCI) Meeting Series occupies a unique place among conferences
for BCI research by bringing together researchers and stakeholders from diverse disciplines. Neurologists,
computer scientists, rehabilitation engineers, physicians, sensor engineers, psychologists, speech-language
pathologists, ethicists, and actual BCI users are all active participants in the BCI Meeting Series. Further, the
inclusive, retreat-like atmosphere of the BCI Meeting Series provides extensive opportunities for interaction and
development of collaborations.

Growing interest expressed in discussions over the course of the BCI Meeting Series (1999, 2002, 2005, 2010,
and 2013) led to the establishment of the BCI Society in 2015. The purpose of this international society
(http://bcisociety.org/) is “to foster research and development leading to technologies that enable people to
interact with the world through brain signals.” To further this purpose, the BCI Society is organizing the Sixth
International BCI Meeting from May 30" — June 3™, 2016 at the Asilomar Conference Grounds in Pacific
Grove, California, United States. The 2016 BCI meeting has a theme of BCI: Past, Present, and Future. The
diversity of BCI researchers represented in the planning of the 2016 BCI meeting has resulted in a vibrant,
exciting Meeting with more collaborative, interactive activities and increased involvement from the many
sectors that make up BCI research.

The papers in these Proceedings show the diversity of applications for which BCls are developed and the
diversity of data and analyses that contribute to progress in BCI research and the development of BCI products.
Intended applications for people with impairments include control of assistive devices, communication, and
therapeutic effects for rehabilitation. Applications also extend beyond user groups of people with physical
impairments. BCIs are being used for basic research to discover more about brain function, neural feedback and
brain-training, and a variety of entertainment applications, both for people with impairments and for the general
population.

Together, the 2016 BCI Meeting and its Proceedings represent the breadth of BCI research and help us to build
on the rich past of BCI research, leverage the diverse and exciting present, and create a future of BCls as
successful, beneficial tools both for people with disabilities and for the general populace.

On behalf of the BCI Society and the Program Committee for the 2016 BCI meeting, | thank you for your
interest in the BCI Meeting and hope to see you at this and future installments in the BCl Meeting Series.

Jane E. Huggins, PhD
University of Michigan Direct Brain Interface Laboratory

Department of Physical Medicine and Rehabilitation
Ann Arbor, Michigan, United States of America
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A New Region-based BCI Speller Design using Steady

State Visual Evoked Potentials
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Introduction: To implement a brain computer interface (BCI) system, one approach is to use repetitive visual
stimuli that develop stable voltage oscillation pattern in electroencephalogram (EEG), namely steady state visual
evoked potential (SSVEP). Paradigm presented in this paper was designed to create a SSVEP BCI speller that is
based on our previous work in P300 region-based speller [1].

Material, Methods and Results: Figure 1 depicts the visual stimuli as presented on a computer screen. Instead of
LED light sources [2], a computer monitor is used to present fast flickering graphical display which is also
efficient for instant manipulation of the types of characters including their size, color and adjacency [3]. The
implementation was done using PsychToolbox [4] inside MATLAB. The speller paradigm in this study contains
seven different group of characters placed on seven locations on the screen [1]. In our earlier study, four different
paradigms (single character; row/column; regions with alphabetical order; and regions with the frequency of the
characters’ usage) were compared [5]. However, the region based paradigm with the frequency of characters’
usage outperformed others with more than 90% spelling accuracy. In the proposed SSVEP design (Figure 1), the
outermost circular boundary of each region encloses a combination of different geometrical shapes such as a
cross vanishing point and a flickering circular bubble. SSVEP frequencies of 15, 16, 17, 18, 19, 20, and 21 Hz
were selected for seven regions. In this two-level paradigm, after a region is selected in the first level (Figure
1.a), a character from the same region is identified in the following level (Figure 1.b). In this design, seven
objects were flickering simultaneously and the distance between two such adjacent objects was maintained at as
high as 5 cm, thereby reducing the subjects’ annoyance and fatigue caused by the crowding effect [5]. It was
shown that the user acceptability is higher in region-based paradigm than single character and row/column
paradigms [5]. The minimum energy method and a linear discriminant analysis has been applied to classify these
EEG signals.

(b)

Figure 1.  SSVEP visual stimulation paradigm in level 1 (a) and 2 (b). During the moment the screen shot was taken, the program is
asking the user to focus on region one. Each region is colored differenly to indicate that they have different flickering
frequency. In the second level, the charcters of the detected region expands as shown on the screen and flicker.

Discussion: Seven flashing frequency was used in the proposed SSVEP BCI speller paradigm to achieve a speller
with 49 characters. The next steps in this study are to (1) combine the proposed paradigm with the P300 region
based; (2) compare SSVEP, P300 and hybrid region based paradigms; and (3) compare the developed region-
based hybrid speller with the other hybrid spellers [6].

Significance: One of the limitations of a SSVEP paradigms is the number of control commands generated by the
SSVEP BCI. In the proposed SSVEP paradigm, 49 characters were controlled only with 7 flickering frequencies.
Therefore, the outcome of this study will be a step forward toward implementation of a SSVEP-based BCI in
real-life applications.
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Introduction: The P300 is one of the most widely used brain responses in BCIs today, popularized by none other
than the P300 speller itself. However, most systems still require significant subject-specific training to achieve
accurate, reliable classification of brain signals. We present an approach to classification that allows for
classification with zero subject-specific data and also improves as data is collected. It does this through the use
of data from other subjects in order to intelligently regularize the subject-specific solution with a prior over the
weight vector. This approach has already been validated on spectral data [1] and so by validating on P300 data
as well we show that it is a classification technique that is agnostic to how features are computed from the EEG
time series so long as there are multiple subjects or sessions involved. We further introduce a novel method for
estimating parameters that drastically reduces the time necessary to implement transfer learning.

Material, Methods and Results: To validate our approach in direct comparison with other approaches on the
data we opted to use pre-processing and classification code from a previously validated dataset [2]. Data and
code were used as it includes data from both patients and healthy subjects. All participants performed a six-
class P300 paradigm over two sessions on two different days. We tested both approaches by taking varying
amounts of subject-specific training data from the first session to learn a decision boundary both with our
approach and the one from [2]. Then, classification accuracy was computed on the remaining data. In contrast
to the approach in [1] we did not cross-validate to determine the mixing coefficient between the prior over
previous subjects and the subject-specific data but rather used an iterative maximum-likelihood procedure,
which shortened the time to compute the prior over previous subjects to less than five minutes. For each level of
subject specific data we generated 50 random partitions into test and training in order to estimate the

distribution of single-trial classification

accuracies.
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Training trials across sessions has been widely

documented in source identification and

classification approaches alike for BCls.

However, the most widely-used methods for dealing with this in the classification domain tend to involve only

looking at single subject data. To date, there is no easily applicable paradigm that can deal with both spectral

and time-domain features across multiple datasets. Our results show that the method we previously proved to be

effective for transfer learning in the case of spectral features can be effortlessly applied to time-domain features

as well. While the high number of samples makes the decomposition approach in [1] unnecessary, the regular

regression approach is robust to unequal trials from both conditions through the use of bootstrapping, and

straightforwards both to understand and use. We hope that the popularization of this and related techniques
allows for a general increase in the use of transfer learning throughout the field.

Acknowledgements: We would like to extend our heartfelt gratitude to Hoffan et al. for publicly disseminating
their data and related code.
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Introduction: The performance of steady-state visual evoked potential (SSVEP)-based brain-computer interfaces
(BCIs) has been considerably improved in the past few years [1, 2]. In conventional SSVEP-based BCls, the
speed of a single target selection is fixed towards high performance based on the analysis of preliminary offline
data. However, due to inter-trial variability, the optimal selection time to achieve sufficient accuracy could vary
across trials. To optimize the performance of SSVEP-based BClIs, our previous study proposed a dynamic
stopping method that can adaptively determine the selection time in each trial by applying the threshold to the
probability of detecting a target [3]. This study aims to extend our previous study to demonstrate the feasibility
of the dynamic stopping approach in an online BCI system.

Material, Methods and Results: This study employs the dynamic stopping method based on a Bayesian approach
proposed in our previous study [3] to reduce the average selection time without decreasing the target
identification accuracy in online operation. Fig. 1 depicts the diagram of the proposed online BCI system. In the
training phase, target identification accuracy for different data lengths was calculated based on the combination
method of the canonical correlation analysis (CCA) with individual training data [4] and the filter bank approach
[5]. Subject-specific probability density functions of the likelihood for target and non-target feature values were
estimated by kernel density estimation with individual optimal data length that led to the highest accuracy. In the
online operation, posterior probabilities for target and non-target classes are calculated based on the Bayes’ rule
with sequentially obtained electroencephalogram (EEG) signals from a data buffer. This process is repeated
every 100 ms until the posterior probability of single trial feature values meets the stopping criterion. Here, all of
data stored in the buffer are used for feature calculation to maintain the reliability of the probability distribution.
Once the posterior probability exceeds a threshold derived from the training phase, target identification is

conducted by the aforementioned method and the buffer is flushed.
Training phase

——Target

Kernel —— Non-target

density
Feature |—»| estimation
extraction
v
. Yes Yes
Flush buffer | s 0adEEG | | Feature | Posterior | BCI End
from buffer extraction probabilities command

kS No No

Individual
training
dataset

Online operation T

Figure 1.  Diagram of the proposed online SSVEP-based BCI system with the dynamic stopping method.

Discussion: In our previous study, the simulated online experiments showed that the dynamic stopping method
could reduce the averaged selection time compared with a conventional fixed stopping method with comparable
accuracy [3]. As the result, the simulated online information transfer rate (ITR) with the dynamic stopping
method was also significantly higher than that of the fixed stopping method. Based on these results, the proposed
system has potential to significantly improve the online performance of SSVEP-based BCls.

Significance: The proposed online SSVEP-based BCI system with the dynamic stopping method has the
potential to lead to numerous applications that require high-speed communication for both patients with motor
disabilities and healthy people.
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Introduction: Brain-computer interfaces (BCI) have the potential to play a vital role in future healthcare
technologies by providing an alternative way of communication and control [1]. More specifically, steady-state
visual evoked potential (SSVEP) based BCls have the advantage of higher accuracy and higher information
transfer rate (ITR). In order to fully exploit the capabilities of such devices, it is necessary to understand the
features of SSVEP and design the system considering its biological characteristics. This paper introduces bio-
inspired filter banks (BIFB) for a novel SSVEP frequency detection method. It is known that SSVEP response to
a flickering visual stimulus is frequency selective and essentially gets weaker as the frequency of the stimuli
increases. In the proposed approach, the gain and bandwidth of the filters are designed and tuned based on these
characteristics while also incorporating harmonic SSVEP responses.

Material, Methods and Results: In order to test the proposed BIFB method, two datasets available online (i.e.
AVI [2], RIKEN-LABSP [3]) are used in this study. Initially, higher bandwidth and gain are set to frequencies
with low SSVEP response in the BIFB design. Subsequently, these parameters are optimized for individual users
in order to counter frequency selective nature of SSVEP response. Fig.1 presents BIFB design for the first dataset
and reveals frequency selective nature of the SSVEP response. The second filter bank in Fig. 2 designed for
RIKEN-LABSP dataset deals with the weakening of SSVEP response as the frequency increases.
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Figure 1. Sample BIFB design for AVI Dataset. Figure 2. Sample BIFB design for RIKEN-LABSP Dataset.

Once the BIFB parameters are trained the EEG signal is preprocessed (filtering, windowing, etc.) and power
spectrum is estimated by multiplying each signal’s FFT with the BIFB in order to obtain the class value for each
target frequency. The SSVEP frequency is labeled as detected when the same class occurs as maximum at least
three times in the last four iterations. The BIFB method achieved reliable performance when compared with two
well-known SSVEP frequency detection methods, power spectral density analysis (PSDA) and canonical
correlation analysis (CCA). For example, BIFB provided %97.8 accuracy, whereas CCA and PSDA provided
%89.1 and %83.7 respectively on AVI dataset. Although, the mean detection time was shorther for CCA method
(4.9 sec), BIFB (7.4 sec) achived comparable ITR performance due to its higher accuracy [4].

Discussion: The results show that the BIFB method provides both reliable accuracy and sufficient ITR
performance which is comparable with CCA due to its bio-inspired design. It is true that BIFB requires a longer
training, or calibration process compared to CCA. However, the preliminary results shows that even without any
training, using a non-user specific filter bank design, the accuracy of BIFB is still comparable with CCA.

Significance: This method not only improves the accuracy but also increases the available number of commands
by allowing use of stimuli frequencies which elicit weak SSVEP responses.
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Introduction: Thompson et al., 2013 proposed a classifier based latency estimation technique (CBLE) for
estimating Brain-Computer Interface (BCI) performance [1]. The method itself provides the classifier scores as a
function of time shifts, which can be used to estimate P300 latency. Here, we have used the wavelet
approximation coefficients of the CBLE output to predict characters in an attempt to account for latency jitter.

Material, Methods and Results: This work is an offline analysis of data from [1]. We used only data from the 10
participants with amyotrophic lateral sclerosis (ALS). In [1] there were three data files on each of three days; this
study includes data from all three files on day one, and only one file each from day two and three.

Figure 1 shows the classifier scores as a function of time shifts from an ALS participant. We can see smooth
peaks around O time shift in the scores for target characters that are absent for non-target characters. We
computed the wavelet approximation coefficients of those scores and used them as classifier features for a
support vector machine (SVM). Using only one data file from the first day, we selected the daubechies-4 mother
wavelet.

Target Characters Non-target Characters
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4
o
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o
X
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Figure 1.  Classifier scores as function of time shifts from CBLE method.

Table 1 shows the performance of the proposed technique. Session one accuracy is the average of three files. The
technique outperformed the original classifier for the four participants with the lowest online accuracies. The
improvement was consistent across days: three participants had improved accuracy while a fourth was equivalent.

Subjects K145 | K146 | K147 | K152 | K154 | K155 | K156 | K158 | K159 | K160
Average Accuracy in Online |58.89|96.29 |95.14 {90.26 | 93.22|59.90 | 93.05 | 88.00 | 81.14 | 70.56
Session 01 (%) Wavele |61.11]94.44 |93.86 |91.33(93.22 | 62.96 | 93.05 | 86.00 | 82.00 | 73.94

Average Accuracy in Online |85.00|86.65(82.42|49.07| 0 |69.36|88.14(57.83|80.67|32.14
Session 02 & 03 (%) [ wavele |91.93|88.37(85.60(45.37| 0 [73.3486.29(58.67|83.42(32.14
Table I. Performance in different environments on Session 01 and performance on other Session.

Discussion: The technique appears to be helpful for the users with low accuracy. Note that while the accuracy
changes are small, the change in user-corrected throughput can be significant. K155’s 3 and 4 percentage-point
improvements in accuracy correspond to 46.25% and 20.54% improvements in BCI-Utility [2]. For K145 and
K159 improvements are 15.30%, 18.18% and 3.21%, 8.94%, respectively.

Significance: This method may help to improve the accuracy of the BCI system for those users who have low
online accuracy with least-squares classifiers. Users with accuracies near 90% will not benefit.

Acknowledgements: The data were collected under NIDRR grant H133G090005 and award number
H133P090008. The opinions and conclusions are those of the authors, not the respective funding agencies.
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Introduction: Noninvasive BCIs, specifically the ones that utilize EEG for intent detection need to compensate
for the low signal to noise ratio of EEG signals. In many applications, the information from temporal dependency
of consecutive decisions and the contextual data can be used to provide a prior probability for the upcoming
decision [1]. In this study we proposed two probabilistic graphical models (PGMs), which use context information
and previously observed EEG evidences to estimate a probability distribution over the decision space in graph
based decision-making mechanism. In this approach, user navigates a pointer to the desired vertex in the graph in
which each vertex represents an action. To select a desired vertex, either user utilizes a “Select” command, or a
proposed probabilistic selection criterion (PSC) can be used to automatically detect the user intended vertex. We
compare the performance of different PGM and decision criteria combinations, over a keyboard as a graph layout.

Material and Methods: In a hierarchical/pointer-based decision-making mechanism the user navigates the pointer
in the connected graph with n vertices (number of actions) of degree m (number of EEG classes or the cardinality
of decision space) to choose from several actions. Each navigation sequence to a desired vertex is finalized by a
selection, based on a selection criterion. Here a sequence of

navigations which lead to an action selection is called an epoch. Fig.

1, (a) represents a PGM used for the action/direction joint maximum @ @

a posteriori (MAP) inference and (b) shows the PGM utilizing the v
grid structure to estimate the direction of interest while marginalizing @_) @__) _)
out the actions. In both models, the prior probabilities over the

vertices are recursively updated as the user is navigating throughout

the graph. The goal, is to estimate the next pointer location, s,,, at
epoch e and iteration t. Here the context information, w,, defines a
prior distribution over the actions. Moreover, X, is the EEG
evidence corresponding to s.,, and L represents graph structure. In

R Q(—@(—

graphical model (a), T, represents the true state of the system in epoch <t<N, 1<t<N,

e. Finally, in (b) y., is the desired pointer location at iteration ¢ of (a) (b)

epoch ¢ grrd A rgprgsents a particular ac_tion assigr_lment on thegraph.  Figure1.  Two proposed probabilistic graphical

Two decision criteria for epoch conclusion was utilized; first the user models.(a) joint inference.  (b)

need to choose a “Select” command, second, if the ratio of the current ma';)glg?‘l!'t?mg the estimated action
probaoilities.

pointer location probability, to the next most probable action exceeds
a predefined threshold the system selects highlighted vertex. In this manuscript we refer to this condition as PSC.

Results: In this study, a code visually evoked potential (c-VEP) based BCI grldded keyboard with 28! characters

utilized to assess the effectiveness of PGMs and stopping 800
criteria pairs. Here each character in keyboard represent one
vertex of four degree in graph; n = 28,m = 4. 6-gram
language model provide context information for each
character. Twenty Monte Carlo simulations were used to
mimic the system operation while typing ten different words.

—thout PGM
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—PGM (a) with "Select" command

PGM (b) with PSC
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Seven pre-record_ed callbratl_orr data sets with hlg_h, average, s m & e e 1o
and low accuracies were utilized to run these simulations. Calibration Accuracy (%)

Fig. 2 indicates using PGMs enhance the typing speed. This ~ Figure2.  Average estimated time based on 20 Monte
effect is clear on the performance of the users with low EEG Carlo simulations, to type ten words,

classification performance. Overall, the PGM in figurel (b) employing different PGMs.

along with PSC provided the highest performance improvement. However, when the context information is more
reliable, the PGM in Fig. 1 (a) along with PSC gave the best performance.

Discussion and Significance: In this study, we proposed two PGMs which use context information and previously
observed EEGs in addition to the EEG recorded during the current iteration. Our simulation results show PGMs

along with PSC can enhance the typing speed especially for users with poor EEG classification performance.
Acknowledgement: This work is supported by NIH 2R01DC009834, NIDRR H133E140026, NSF CNS-1136027, 11S-1149570, CNS-
1544895. For supplemental materials, please see http://hdl.handle.net/2047/D20199232 for the CSL Collection in the Northeastern University
Digital Repository System.
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Introduction: Task-dependent neural synchronization is a general phenomenon which has been theoretically and
empirically linked to the dynamic organization of communication in the nervous system [1]. Hence, the study of
phase synchrony patterns over time during a specific mental task might be useful to determine if such a task is
suitable for self-paced BCI control. This work presents a method for analyzing the dynamics of instantaneous
phase between EEG channels over a single trial via clustering using circular statistics for directional data over
varying frequency ranges. Time-Frequency-Topography (TFT) maps [2] are used to visualize the distribution over
the scalp of clusters of channels that are considered highly phase-locked.

Material, Methods and Results: The clustering method consists of the following steps: a) computation of the
continuous wavelet transform of each channel with a complex Morlet wavelet at varying frequencies, b) extraction
of phase information per epoch, c) generation of clusters (channel wise) according to phase-locking calculation
for each time t. In order to gauge the degree of phase-locking and formation of clusters, we used the length of the
so-called mean resultant vector R, which is the foremost quantity for measurement of circular spread in directional
statistics [3]. Length of R is close to 1 when EEG channels are highly phase-locked; it is close to zero otherwise
(Fig. 1a). d) Construction of the TFT maps over specified time windows. Each topographic map represents the
cluster modes of all samples for each electrode within the time window (Fig. 1b).
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Figure 1.  a) Comparison between length values of R for each time t in a 18 seconds epoch of baseline (blue) and during imagined singing
(green) for a group of EEG channels, centered at 12 Hz. b) Example of a TFT map, at 500 ms, centered at 7 Hz.

Discussion: Our method provides a feasible way to address the analysis of phase-locking of EEG signals within
single trials and characterizing their variability over time. As observed in Fig. 1a, it seems that values of vector R
could be an effective feature for classification, which are clearly distinct between both conditions (baseline &
imagined singing). We have developed a toolbox for both MATLAB and GNU Octave that implements our method
and generates TFT maps, among other functionalities for asynchronous BCI design.

Significance: The majority of phase-locking measures so far suggested in literature, such as Phase-Locking Value
(PLV) or Phase Cross Coherence (PCC) are calculated between two signals. The proposed method is an alternative
for studying the behavior of the phase synchronization between all EEG channels at once in a given time window,
within different bandwidths of interest.
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Introduction: Brain Computer Interfaces (BCIs) have been under research and development for decades.
Different brain responses are utilized such as Event Related Potentials (ERPs), P300, Visually Evoked Potentials
(VEPs) and Event Related Synchronization / Desynchronizations (ERSDs). Every response has its own strengths
and weaknesses. Mostly, BCIs have been utilized for specific tasks such as typing or control. However, every
system needs some training, and it takes time to build the habit to use it comfortably.

FlashLife™; A system capable of supporting different applications through the same stimulation method. The
main applications supported by FlashLife™, are FlashType™, FlashNav™, FlashGrab™, and FlashPlay™.
FlashLife™, provides fast, reliable, robust classification while using only a single EEG electrode placed on the
center of the visual cortex, at Oz. Taking advantage of code Visually Evoked Potentials (c-VEPs) and stimuli
optimization [1], decision rate of 1 Hz and accuracies in the high 90s, a reliable channel for the participants is
provided to interact with their target applications. In addition, calibration only takes less than three minutes and it
is not required frequently. Individuals with gaze control can use FlashLife™ with eye tracking as an alternative
input modality. A battery of Calibration sessions can be used for every user to optimize system parameters such
as presentation rate and stimuli size and color and boost the performance even further. Stimuli roles play a key
role in adaptability of FashLife™.

FlashType™; A context aware language independent typing brain interface [2]. It provides the user with a
cursor, capable of navigating throughout a grid of symbols. The number of symbols is adjustable based on user
preferences; default setting provides 28 symbols including the 26 English alphabet letters and space and
backspace symbols. This keyboard consists of three main parts, Static Keyboard, Character Suggestion, and
Word Prediction. By default, using a 6-gram language model and typing history, 7 highly probable characters and
3 most probable words are estimated and presented to the user. FlashType™, incorporates all the EEG collected
from the user while navigating throughout the keyboard to make every selection. The separation among the
keyboard and the stimuli makes the keyboard language independent. Users can rearrange the symbols in the
Static Keyboard as they prefer. In the initial study, novice users have been able to reach rates of 6 seconds per
character and build the habit of using different parts of the keyboard in just a few minutes.

FlashNav™; A context aware navigation brain interface. It can be used to navigate a wheelchair or control a
robot remotely. Information such as environment map, objects and locations of interest and user habits can be
used to boost the probabilistic decision making performance. In addition, destination selection along with
autonomous navigation and collision avoidance mechanisms can decrease the cognitive load on the user.

FlashGrab™; A context aware object manipulation brain interface. Using Baxter, a low cost humanoid robot,
and image processing techniques, graspable objects are detected[3] and labeled with numbers. A video feed
shows the robot perception with the overlaid labels to the user. Depending on the number of graspable handles, a
direct or a multistep decision will be made by the user.

FlashPlay™: An interface to a virtual environment such as a maze or a floor map. Training and entertaining the
user are the main goals. Using a virtual environment makes the setup much simpler. A series of Mastery tasks
have been designed with different difficulty levels, taking advantage of the probabilistic classifier and the virtual
environment, to help the users to build the habit of using the system and attending to the stimuli effectively.

Significance: FlashLife™, considering user comfort, is the first its kind capable of providing means for the
major needs in everyday life of a person i.e. control and communication, all through the same stimulation
method.

Acknowledgements: This work is supported by NIH 2R01DC009834, NIDRR H133E140026, NSF CNS-1136027, 11S-1149570, CNS-
1544895. For supplemental materials, please see http://hdl.handle.net/2047/D20199232 for the CSL Collection in the Northeastern
University Digital Repository System.
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Introduction: Communications have been one of the main motivations behind brain computer interfaces (BCIs).
Different brain responses have been utilized towards building typing applications. Event Related Potentials
(ERPs) and more specifically P300 responses have been used in different paradigms such as matrix or rapid
serial visual presentation. In addition, Visually Evoked Potentials (VEPS) and its variations Steady State Visually
Evoked Potentials (SSVEPs) and code Visually Evoked Potentials (c-VEPSs) also have been utilized towards
typing applications. While some methods have shown positive results, still the accuracy and robustness are big
concerns. In these methods, characters are playing a role as part of the stimuli, which in turn makes factors such
as the font and the size of the characters important. For example, similarly looking letters such as ‘O’ and ‘Q’
produce a weaker P300 response and letter ‘I’ produces a much weaker VEP response comparing to ‘B’.

Method: Taking advantage of our four stimuli c-VEP based system; we designed a cursor based typing interface.
One of the key advantages in our design is the separation of the stimuli and the keyboard. Using a checkerboard
based stimuli makes the system completely independent from the
alphabet letters used in the keyboard. Stimuli consist of 4 reversed
pattern checkerboards. Four different m-sequences of length 63 bit
are used to control the flickering pattern at a bit presentation rate of
110 Hz. This translates to average decision time of less than a
second. The probabilistic classifier will gather more trials if the
confidence doesn’t reach a predefined ratio [1]. .
Keyboard consists of three parts, Static Keyboard, Character v ow x : .
Suggestions and Predicted Words. In the default setting, the Static Figure 1: FlashType™ screen shot, first row
Keyboard consists of the 28 English alphabet letters and space and Predicted Words (PW), second row, Character
backspace symbols. A language model is used to estimate the Suggestions (CS), third partis the Static Keyboard.
probability of every letter while selecting the next character. These probabilities are marginalized towards the
four commands based on the location of the cursor. The graphical model used to make the selections is described
in a concurrently submitted journal paper [2]. Language model is put to two other uses as well, suggesting a few
characters (~7) with the highest probability and predicting 3 or 4 highest probable words.

The stimuli provide the user with four simultaneous options, Select,

Horizontal, Vertical, and Reverse to make a selection, make a Usage of different keyboard parts

horizontal or vertical movement in the active direction and reverse Participant 1
the active direction respectively. For every selection, cursor starts ** Participant 2
from the most probable character. Figure 1 shows a screen shot of 20 Participant 3

the FlashType™ where PW stands for Predicted Words, and CS 1s

stands for Character Suggestion. CS1 is the default start point of i,

the cursor. The vertical and horizontal movement is circular so the .

users can use the Reverse option to reach to their target on the

opposite side of the grid faster. FlashType™, using an auto-scroll ® aticKeyboard  Charactr Suggestions  Word Preditons

mode, can operate using only a single stimulus. Figure 2: Usage of different keyboard parts by three
. . participants while typing 10 different words.
Results: Figure 2 shows the usage of different parts of the keyboard

by three participants while typing 10 different words. Character
Suggestions have been the most favorite part of the keyboard. Novice users have been able to achieve an average
of 6 seconds per character.

Significance: FlashType™, provides a fast, reliable and language independent typing interface, using a single
EEG electrode or alternatively an eye tracker. Typing quality is improved using the Character Suggestions,
Predicted Words and by incorporating the EEG from all the movements towards making a selection.

Acknowledgements: This work is supported by NIH 2R01DC009834, NIDRR H133E140026, NSF CNS-1136027, 11S-1149570, CNS-
1544895. For supplemental materials, please see http://hdl.handle.net/2047/D20199232 for the CSL Collection in the Northeastern
University Digital Repository System.
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Introduction: The European Commission recently launched the latest Horizon 2020 research program. The
dedicated SME instrument encourages for-profit European SMEs to put forward their most innovative ideas. The
instrument aims to fill gaps in funding for high-risk innovation and close-to-market activities to give a strong
boost to breakthrough innovation. Brain-computer interface technology has the power to induce a paradigm shift
in certain technological and medical application areas. At the moment, g.tec is coordinating two of these projects:
(i) ComaWare — COMmunication and Assessment With Adaptive Realtime Environments [1]

Imagine being able to hear, feel, and think — but not see or move. You cannot communicate in any way, but
can hear doctors and family members saying that you are comatose and cannot understand or make decisions.
Recent work has shown that this nightmarish situation is a reality for thousands of people worldwide, who have
been diagnosed as comatose but may in fact have some ability to understand. More recent work has shown that
brain-computer interface (BCI) systems can help with re-assessment of these patients [2].

The system developed in ComaWare consists of active EEG electrodes, a biosignal amplifier, a real-time
processing system running the BCI analysis and experimental paradigms, loudspeakers and tactile stimulators.
The system is able to run three different paradigms: (i) auditory evoked potentials, (ii) vibrotactile stimulation
(with 2 or 3 stimulators for assessment and also communication) and (iii) motor imagery. The signal analysis
calculates evoked potentials with statistical analysis for paradigms (i)-(ii) and event-related desynchronization
maps for (iii). Additionally, a classifier is trained on the data to obtain an objective classification accuracy. The
system was already successfully used with patients in minimal consciousness state or vegetative state (n=15) and
gave useful information if the patient can perform the experimental paradigms. A low classification accuracy
shows that the patient is not able to perform the tasks; a high classification accuracy shows that the patient can do
the tasks and that the patient understood the instruction how to perform the experiment.

The system is currently tested by 10 validation partners in 8 different countries. In addition to providing
assessment and communication, our new mindBEAGLE prototype will also be able to provide outcome
prediction based on evoked potential analysis and rehabilitation with functional electrical stimulation. In addition
to creating a new mindBEAGLE system specialized for severely disabled persons without vision, we will also
develop, pilot-test, and launch a novel business focused on providing support for patients, their carers and
clinicians.

(i) recoveriX - Motor Recovery with Paired Associative Stimulation [1].

Patients around the world need therapy to improve motor function. Motor disabilities may result from many
causes, including traumatic brain injury (TBI), stroke, congenital conditions and some diseases. New research
from G.TEC and others has shown that novel brain-computer interface (BCI) systems can substantially improve
motor rehabilitation outcomes while reducing burdens on patients, therapists, and carers. Our new approach relies
on paired stimulation (PS), which adds real-time EEG-based analyses of motor imagery to conventional therapy
systems. The system consists of active EEG electrodes, a biosignal amplifier, a real-time analysis system running
motor imagery BCI experiments and functional electrical stimulators with 2 channels for two muscle groups.
Patients are trained for 30 minutes to attempt left or right hand movement with 120 repetitions. The BCI system
is able to detect the movement attempt in real-time and triggers the functional electrical stimulation of the muscle
of the corresponding arm/hand so that it is actually moving.

The system was already successfully tested with sub-acute and chronic patients, and every patient (n=8)
achieved good BCI accuracies and motor function improvements. Functional improvement were assessed with a
9-hole PEG test.

Interesting is that the BCI accuracy is an important marker if patients are participating and that this
parameter can be used to coach the patient. It is also important that all patients improved their BCI accuracy with
the training and many achieved accuracies above 95% [example in 2]. More importantly the motor functions
improved for all patients (even for chronic patients).

The system is currently validated with 10 validation partners in 6 countries. We will also develop, pilot-test,
and launch new businesses called recoveriX-Gyms, where patients can train with our system.
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Introduction: A P300 classifier's performance depends on the time bin of the target stimulus. For example, a
user may generate a different response when presented with a target early or late in a sequence. Further, knowing
the target to be unique, a user may relax after seeing it such that pre and post-target P300 absent trials are

different from each other.

There is structure to the accuracies and errors of P300 classifier which depend on the time bin a target stimulus is
presented in. We aim to encapsulate and leverage this structure to build a speller which offers a better speed-

accuracy trade-off.
classifier pair for quicker and/or more accurate letter inference [1].

Material: We use g.USBamp, MATLAB and Psychtoolbox to build
and simulate our BCI.

Methods: We describe the temporal confusion of a user-classifier
pair by P(X|X) where X is the index of the unique time bin where the
P300 is generated and # is our estimate. We estimate this confusion
matrix by normalizing a count of our classifier’s cross validated
performance on a labeled training set. See Fig 1 for example.

The user-classifier pair of Fig 1 shows strong accuracy when the
target is in the 4th time bin. Given this fact, we ought to trust a
classification in favor of the 4™ time bin more as it offers stronger
evidence. We offer a Bayesian update which leverages this temporal
confusion of P300 classifications; it accounts for the varying accuracy
of each time bin in updating letter probabilities.

Results: As a preliminary work, we contrast the performance of an
Aware decision scheme which uses the temporal confusion of Fig 1
against a Naive decision scheme which assumes accuracy is uniform
across different target time bins. We simulate 100 recursive decisions
(querying with a P300 sequence until a sufficient threshold is reached)
under 4 different confidence thresholds. Fig 2 demonstrates that
using this temporal structure can improve the speed-accuracy trade-
off.

Discussion: ~ While our simulation shows strong performance
improvement, note that the Aware decision scheme has knowledge of
the ground truth P(X|X) which the Naive doesn't. In practice we must
estimate this distribution; we cannot provide a benefit without
accurately doing so.

Some time bin classifications offer stronger evidence than others. In
addition to performing letter inference, we seek to leverage the
temporal confusion to construct stronger queries. Namely, we seek to
arrange letters within the stimuli sequence such that we generate, on
average, as strong evidence as possible.

Significance: For some user-classifier pairs, P300 classification
accuracy strongly depends on the position of the target within the
sequence. There may be a speed-accuracy benefit to leveraging this
structure.

Index of P300 Time Bin Esitmate (X)

In particular, we incorporate the temporal confusion associated with a particular user-
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Figure 1. The temporal confusion matrix P(X|X) for a
particular user-classifier pair. Note that this user-classifier
shows stronger performance for targets which occur
towards the middle of a sequence.
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Figure 2: Each point represents the average of 100
decisions; probability thresholds are labeled next to their
respective data points. In this simulation, the temporal
confusion aware decision rule offers a better speed-
accuracy tradeoff curve.
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Introduction: Patients in the intensive care unit (ICU) often suffer from delirium, a mental condition that involves
disorganized thinking, general confusion, and sometimes, hallucinations. Caretakers screen for delirium regularly
since it affects 2 out of 3 hospitalized patients and is correlated to morbidity in the ICU [1]. The screening process
requires verbal or physical methods of communication (e.g. eye blinks or hand squeezing); however, endotracheal
tube and mechanical ventilators as well as traumatic brain injuries may prevent patients from communicating
effectively. Brain computer interfaces (BCI) could potentially help patients who lack the motor control necessary
for basic forms of communication. In this work, we present a multisensory stimulation framework for multi-modal

BCls.
LB
= ‘

Materials: EEG data acquisition is

performed with g.USBAmp and
MATLAB.  Stimulus control s

EEG
performed by a Beaglebone Black. The
physical interface of the stimulation

module is comprised of C-3 tactors

(tactile), headphones (audio), and 5x5
LED arrays (visual). Visual and tactile
stimuli are driven by a Xilinx Spartan3E
FPGA. The audio stimulus is driven by

DAQ
L

Physical

.
o

Cape/FPGA

a USB DAC.

Methods: The proposed system enables

the user to communicate through visual,

auditory, and tactile stimulation. Figure

1 shows the system diagram of the
stimulus framework. A Beaglebone

Black is used to control the stimuli and
communicate with the main BCI
application. The network interface is
implemented using OpenDDS, a real-time
publish-subscribe communication module. The visual stimulus is delivered using a set of LED arrays (4 channels)
driven by a platform with a FPGA. The BCI developer can configure run-time frequency, pattern, and brightness
with pulse width modulation (PWM) for each stimulus channel. Similarly, the tactile module is driven by the same
FPGA, thus allowing users to configure and send vibration waveforms to the C-3 tactors (4 channels). Because of
the FPGA size limitations, the audio stimulus module is driven by USB DAC. To satisfy the need for accurate
stimulus timings, the hardware sends precise start-of-stimulation events (triggers) to the data acquisition
component. In the visual and tactile modes, the FPGA outputs a direct trigger signal to the DAQ. In the audio
mode, we implemented an external analog circuit that detects a non-audible high-frequency tone embedded in the
sound presented to the user. Matlab and C++ APIs were developed to control the stimuli from BCI applications.

Results and Discussion: Trigger timings were all below EEG sample period (2 ms). Visual and tactile stimuli
were tested under a binary communication setting with 98% accuracy for visual (3 seconds of SSVEP stimulation)
and 70% accuracy for tactile (1 min oddball paradigm [2]). The testing involved asking the users questions from
the confusion assessment test. A GUI was developed to run the prototype ICU application.

Significance: By providing a means for physicians to communicate with ICU patients who are unable to speak, or
even move, our system could potentially enable the diagnosis of delirium in patients who were unable to be
diagnosed before. Furthermore, our multimodal stimulation framework can be used with different BCI applications
due to its portability and general communication interface.

Acknowledgements: This work was supported by NSF grant CNS-1136027.
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Introduction: Allowing direct communication is one of the main purposes of BCls. This was firstly focused on
handicapped persons but nowadays its scope has increased to healthy persons, due to the necessity of a private
channel of communication, to be used even in public spaces; with less effort than voice and free of audible noise.
Nevertheless, common EEG-based BClIs use 4 broad neuroparadigms (SCPs, motor imagery, p300 signals and
SSVEPs) that need translation to language domain. Consequently, we are exploring a alternative neuroparadigm
called imagined speech, which refers to the internal pronunciation of words without emitting sounds or doing
facial movements [1]. Specifically, we used a dataset composed of EEG signals recorded using an EPOC headset
from 27 subjects (S1-S27) while internally pronouncing five Spanish words (“arriba,” “abajo,” “izquierda,”
“derecha” and “seleccionar”) corresponding to (“up,” “down,” “left,” “right” and “select”).

Material Methods and Results: We are facing this issue following three approaches developed in a parallel way.
They are; multi-objective channel selection, fuzzy classification and EEG textification approaches. The first of
them searches for a minimal subset of channels to accomplish the task of recognizing imagined speech. The
second approach consists on the assessing of fuzzy classifiers over the EEG classification problem. Finally, the
third approach looks for assessing if EEG signals from unspoken words can be better recognized in the text
domain through the textual representation of sequences of high energy brain activations.

A) Multi-objective channel selection: A method for channel selection based on a multi-objective approach was
implemented, to minimize the error rate using random forest classifier and the number of channels used. This
method is based, different from previous works, on a fuzzy inference system (FIS) for automatically selecting a
single solution (combination of channels) from the Pareto front. The FIS was composed by three membership
functions for each variable (error rate, number of channels and selection level). The method performance was
assessed using this channel combination and an unused test set during the exploration of the possible channel
combinations. The reduction of channels applying the proposed method achieved similar performance to the
method using all the channels; the average accuracies were 68.18% and 70.33%, respectively.

B) Fuzzy classification approach: We assessed two neuro-fuzzy classifiers never applied to the imagined speech
classification problem: Adaptive Neuro-Fuzzy Classifier with Linguistic Hedges (ANFCLH) and an ensemble of
them based on random subspace (RS), called Fuzzy Random Electrode selection for ensemble (FRESE). FRESE
handles all features of each channel as a unique entity unlike RS. For each subject’s data, we applied instance
selection guided by artefact removal detected by both independent components and gyroscope signals. Later,
discrete wavelet transform and instantaneous energy were computed to create feature vectors of each instance of
subject’s data. Later, we classified using ANFCLH and FRESE whose best performances were 66.88% and
71.45%, respectively.

C) EEG textification: In this approach we first obtain sparse time-frequency maps applying the bump modeling
algorithm. This technique allows us to transform the brain signal into a map of high energy events. Then we
codified every bump modeling map of events as a document of textual sentences. From this document, we obtain
the sequence of events applying an N-gram technique. The extracted signal N-grams are reduced applying
attribute selection and then classified using a Support Vector Machine (SVM). We obtained an average
classification accuracy of 72.63 +£11.92%. Specifically, S8 was the best classified with 81.75 +11.35% whereas
S25 was the worst with 48.31+12.73%.

Discussion: Fuzzy classification obtained similar performance compared to random forest using all channels with
71.45% and 70.33%, respectively. Also, the performance could be statistically kept using around 7 channels
selected by the M.O. channel selection method. Finally, the classification results applying EEG textification
showed that the consideration of the sequence of events improves the classification of the unspoken words
compared with previous works [1]. On the other hand, to provide evidence for the validity of the results gotten
during the classification of imagined speech we applied a permutation test (N = 1000, a= 0.05). Results showed
that dependence exists between EEG data and imagined words (p-value=0.0009).

Significance: Our study provides evidence of the utility of the application of novel techniques as multi-objective
channel selection, fuzzy classifiers and EEG textification on imagined speech classification problem.
Acknowledgements: The authors would like to thank the INAOE and the CONACYT for their support in the
development of this work.

References
[1] Wester, M., & Schultz, T. (2006). Unspoken Speech - Speech Recognition Based On Electroencephalography. Master’s thesis Institut
flir Theoretische Informatik Universitat Karlsruhe (TH), Karlsruhe, Germany.

Published by Verlag der TU Graz, Graz University of Technology, sponsored by g.tec medical engineering GmbH 13



Proceedings of the 6th International Brain-Computer Interface Meeting, organized by the BCI Society DOI: 10.3217/978-3-85125-467-9-14

Predicting BCI Performance with the Detectability Index
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Introduction: Predicting a user’s performance with a BCI is important for several reasons. For example, the
predictions can be used to select parameters for the current stimulus paradigm (e.g. the amount of data to
collect), to estimate the impact of switching to a new stimulus paradigm, or to avoid the frustrating scenario of a
user attempting to use the system despite the low likelihood of success. However, prediction can be challenging
since previous performance may not always be indicative of current performance. A previous method to predict
P300 speller performance was limited to the row-column paradigm (RCP) and static data collection [1]. With the
increased interest in other stimulus paradigms and dynamic stopping algorithms, a generalized method is
desirable. We have developed a Bayesian-based method for predicting BCI performance that is independent of
stimulus paradigm and accounts for dynamic data collection. The prediction method relies on data that is already
available from system calibration and accounts for possible changes in user performance after calibration.

Material, Methods and Results: The focus of this work is on P300 spellers; however, this technique could be
applied to any probabilistic decision-based BCI in which 1-of-M choices is selected. A user’s performance level
with the P300 speller depends on how well the system’s classifier can distinguish between target and non-target
electroencephalography (EEG) responses. Under a Gaussian assumption, this performance level can be
quantified by the parameters of the two class conditional classifier likelihoods via a distance measure called the
detectability index, d [2]. The classifier likelihoods, and therefore d, can be estimated from the BCI calibration
data to initially pre-asses BCI performance, and changes in user performance level accounted for by different d
values. Our new method to predict performance for a Bayesian dynamic stopping (DS) algorithm is independent
of stimulus paradigm and relies on analytical calculations or Monte Carlo (MC) simulations, parameterized by d.
Given a stimulus paradigm, detectability index and data collection limit, performance estimates can be
derived based on the cumulative likelihood ratio for each character. For stimulus paradigms with (i) a two-stage
character selection process, (ii) equally-sized and pairwise disjoint flash groups at each stage, and (iii) fixed
character-to-flash group assignments during a selection process (e.g. RCP), we derive tractable analytical
solutions for approximating accuracy, and the lower bound of the expected stopping time. For other paradigms
that satisfy only the last property, we propose an alternate analytic solution to approximate accuracy.
Alternatively, performance estimates
for any paradigm can be obtained from | _ .5,
MC simulations of P300 spelling runs. % |
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stopping using the checkerboard paradigm, based on a user’s detectability index, d.

Discussion: We have shown that the detectability index metric allows us to predict the performance of the
Bayesian DS algorithm for a given stimulus paradigm. This provides a convenient way to potentially compare
the performance of stimulus paradigms across a range of performance levels prior to online testing. Future work
includes using objective performance functions based on the detectability index to develop custom-designed
stimulus paradigms that facilitate the distinction between characters via their respective flash patterns, and take
into account physiological limitations (e.g. refractory effects) to improve P300 speller performance.

Significance: The proposed method provides a useful tool to pre-asses BCI performance with the Bayesian DS
algorithm with a given stimulus paradigm without extensive online testing. It can also be used to determine a
suitable data collection limit to achieve a certain accuracy level given a user’s performance level.

Acknowledgements: This research was funded by the NIH under grant number R33 DC010470.
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Robust, accurate spelling based on error-related potentials
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Introduction: One of the principal goals of brain-machine interface systems is provide a communication channel
to users with severe motor disabilities. Here, we describe a novel speller paradigm driven by the decoding error-
related potentials (ErrP) [1] and the exploitation of shared-control (or context-aware) algorithms.

Methods and Results: The speller is composed of a character matrix, in which a moving cursor automatically
scans the available characters (c.f., Fig. 1 Leff). Contrasting to conventional systems, the cursor does not move in
a pre-defined or a random manner. Instead it moves towards the most probable character as inferred based on the
decoding of ErrP (c.f., Fig. 1 Middle) and a language model. During operation, users simply monitor the cursor
movements, which makes discrete steps between adjacent characters in the matrix every 1000 ms. After each
cursor movement, EEG is decoded to detect the presence of an ErrP indicating that the user considers the cursor
did not move towards the intended character. Then, a reinforcement-learning (RL) algorithm re-estimates the
probability of each character to be the next one to be written [2,3] based on the classifier output.

The use of a language model and RL to estimate the character’s probabilities makes the system less sensitive to
misclassification of the ErrP signal. Experimental tests in simulation showed that the system is able to correctly
write the intended words even if there are up to 30% of classification errors. Furthermore, the parameters of the
RL-based character inference can be tuned depending on the performance of the ErrP decoding (i.e. the RL
learning rates can be higher for those users for whom the ErrP decoder is more accurate, and viceversa).
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Figure 1.  Left: Diagram of the ErrP-based speller. Middle: ErrPs (FCz electrode) observed in this protocol. Right: Average number of
seconds required to write each letter of a five-letter word in the online rund (FS-1,FS-2: Free-spelling runs)

EEG was recorded using 16 active electrodes over fronto-central, central and parietal areas on healthy subjects
(N=4). Signals were filtered in the [1-10] Hz range and decoded using linear-discriminant analysis (same
methods as in [3]). Users first went through a calibration period composed of four copy-spelling runs (two five-
letter words each), where cursor movements were erroneous 30% of the time. Then, users moved to an online
operation phase where they performed 3 copy-spelling runs (words: ‘lucas’, ‘world’, ‘brain’) and two free-
spelling runs. ErrPs elicited in this protocol were consistent with previous experiments (Fig. 1 Middle). Average
decoding performance in the online runs was 0.74, which together with the shared control approach, led to
selecting the correct letter 93% of the time for all subjects combined. On average, users took 43.2 s to write the
first letter of each word, while this time decreased for subsequent letters (Fig. 1 Right). This is due to the use of
the RL-algorithm and the language model, yielding an overall average of 28 s per letter (i.e. 2.13 chars/min).

Discussion: The proposed speller paradigm, combining a language model and RL algorithms into a shared-
control scheme, allows for efficient typewriting even in case of misclassification of ErrPs. Since the user’s task
is to monitor the movements of the cursor, (s)he receives immediate feedback on the performance of the system
(whether it moves towards the intended letter), as opposed to P300-based systems, where the decoded symbol is
only presented after several scanning repetitions. Although evaluation in intended users is yet to be performed, it
is worth noticing that ErrP signals have been already reported in subjects with locked-in syndrome [4].

Significance: We present a novel speller paradigm based on decoding error-related potentials. Combination of
reinforcement learning and language models yields accurate, efficient typewriting.
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Introduction: Severe motor disabilities can impede communication. The most tragic situation is the locked-in
syndrome (LIS), due to a brainstem lesion. This situation can also be met after some severe brain damage or in
advanced Amyotrophic Lateral Sclerosis (ALS). In these patients, even brain-computer interfaces (BCI) based on
visual event-related potentials could be inefficient due to oculomotor impairments. Recent studies suggest that
auditory BCI could restore a communication through a « yes-no » code [1]-[3]. We developed such an EEG-based
interface which makes use of voluntary modulations of attention.

Methods: This binary BCI uses repeated speech sounds (alternating “yes” on the right and “no” on the left)
corresponding to either standard (short) or deviant (long) stimuli. Users are required to pay attention to the relevant
stimulus only. We tested this BCI with 18 healthy subjects and 5 brainstem damaged patients (4 “classical” locked-
in and 1 complete locked-in). We report online BCI performance and finer offline ERP analysis.

ResultsOn average in healthy subjects, BCl accuracy reached about 86% based on 50 questions. Ten subjects had
an accuracy above 90%. However, all patients tested so far obtained online performance at chance level. Offline
ERP analysis revealed an evoked component to the attended sounds known as the “processing negativity” [4].
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Figure 1: Effect of attention on evoked responses to standards. Grand average data from the 15 healthy subjects with BCI performance above
chance level. (A) ERP at Fz location to attended and ignored standards are depicted in red and black, respectively. The difference ERP is
represented bv a dashed blacle. (B) Scalp topoaraphy of the difference E for time windov 15(-300ms

Discussion:To our knowledge, our study is the first to use both attentional ERP to standard and deviant speech
sounds. This yields one of the shortest online time to answer (18 sec), which we could reduce down to 6s offline,
with no loss of performance. In our study, only three control subjects out of 18 could not achieve online control.
In the remaining subjects, accuracy proved fairly high compared to the ones reported in the literature [1]—[3], but
still not 100% accurate. The patient study is ongoing. The few tested patients so far had poor BCI performance.
This raises important questions on how to adapt BCI protocols from healthy subjects to patients, and eventually to
each patient individually [5].
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Introduction: Attention-mediated neural signals such as the P300 response allow some paralyzed patients to communicate via
a speller device. New auditory speller devices that aid a listener's ability to selectively listen may increase the bit rate of
communication. However, basic psychophysical studies probing stimulus design and ergonomic issues are lacking.
Furthermore, there are untested usability concerns related to learning and memory load of new fixed-order and alphabetic-based
auditory P300 BCI design, such as the new charStreamer paradigm [1].

Methods: Trials were divided into three conditions: alphabetic, fixed-order (non-alphabetic), and random (changing order). The
alphabetic condition closely matches the charStreamer paradigm proposed in [1]: tokens (letters plus several additional
commands) were parsed into three spatial locations in alphabetic order (left to right). In the fixed-order condition, tokens with
similar pronunciations (like letters ‘b’, ‘c’, ‘e’) were separated. The random condition also began with this same separation of
similar letters; however, the ordering was pseudo-randomly shuffled, such that subjects could not predict when the target token
would occur. In order to investigate learning effects, data was analyzed at the initial (first 9 trials) and final (last 9 trials) stage
of the experiment (27 trials in total). Behavioral: To test each subject’s ability to detect target tokens in each condition, subjects
were asked whether the target occurred once or twice. Physiological: Pupillometry is a corollary of the attention-based effort
and brain activation in a task [2]. Pupillometry was measured using EyeLink1000 eye tracker. Subjective: To assess the
subject's experience of cognitive load, the NASA Task Load Index (TLX; [3]) survey was completed after the experiment.
Results: Behavioral: There were no significant differences between the accuracies of any condition in the initial trials or the
final trials (p>0.12, all) or between any one condition’s accuracy from initial to the final trials (p>0.3, all). Physiological:
Mean pupil size in the fixed-order condition was significantly greater than alphabetic and random in early trials (p=0.04,
p=0.02 respectively; uncorrected, Fig. 1a). Within the fixed-order trials, mean pupil size decreased from the initial trials to the
final trials (p=0.03). Subjective: Subjects rated the random condition

significantly harder than both the fixed-order and alphabetic Maon task pupl siza ) NASA TLX survey results
condition (p=0.04, p=0.0005 respectively; uncorrected, Fig. 1b). The < 10l *
greater difficulty of fixed-order vs. alphabetic was not significant
(p=0.07).

Discussion: Behavioral: Accuracy in discriminating the target was
the only measure used that relates each condition to a projected bit
rate, thus these findings mainly provide an opportunity to compare
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alphabetic-order or feasible in random-order trials. The significant

decrease in pupil size for only the fixed-order condition from the  Figure 1. Bars indicate the subject mean (+ SEM) a)
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the _fixed-ordering over the course pf the experiment. Subjective: (final). b) Subjective (right): Reported Wei'gmed difficulty
Subjects rated the fixed-order condition as easier than the random-  according to the NASA TLX survey.

order condition, which also suggests that they were able to learn the

fixed ordering as an informative cue to reduce task difficulty. From these findings we conclude that, with exposure, a paradigm
with an arbitrary, but fixed-order presentation, may approach the same usability as a known (i.e., alphabetic) order, whereas an
unpredictable pattern may always impact usability. Therefore, alphabetic-ordering or alternative fixed-orderings may increase
the usability of speller systems.

Significance: These findings suggest that leveraging both subjective and objective measures of user effort can lead to further
optimizations of BCI speller paradigms.
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Introduction: Currently, clinical diagnosis and awareness evaluation of patients with disorder of consciousness
(DOC), such as vegetative state (VS) and minimally conscious state (MCS), relies mainly on behavioral
observation scales such as the Coma Recovery Scale-Revised. There exists a high misdiagnosis rate (ranging
from 37% to 43%) because these patients cannot provide sufficient behavioral responses. Brain-computer
interfaces (BCIs) may represent a potential solution, as they can directly detect the endogenous brain activities.
However, there are large differences in both recognition levels and brain signals between healthy subjects and
DOC patients with severe brain injuries, it is thus a challenging task to design effective BCIs for these patients.

Material, Methods and Results: In the GUI of our audiovisual BCI, there are two number buttons (two numbers
randomly drawn from 0-9) located on the left and right sides, and two speakers are placed laterally to the
monitor. The two buttons flash in an alternative manner. When a number Target NonTarget
button is visually intensified, the corresponding spoken number is -
presented from the ipsilateral speaker. In this way, the user is presented
with a temporally, spatially and semantically congruent audiovisual
stimulus that lasts for 300 ms, where the inter-stimulus interval is
randomized from 700 to 1500 ms. Ten healthy subjects participated in the e Ew ww e e;i-;“}-x =
first experiment, which consisted of three sessions administered in a W=V A '
random order, corresponding to the visual-only, auditory-only, and @
audiovisual conditions. In each session, the subject first performed a *'f
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training run of 10 trials, and then a test run of 30 trials. The online average
accuracies across all healthy subjects were 95.67%, 86.33% and 62.33%
for the audiovisual, visual-only and auditory-only sessions, respectively.
The audiovisual BCI thus significantly outperformed the visual-only and
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auditory-only BCIs. As shown in Fig. 1(a), the ERP waveforms at the T'",.'\itmsj ﬂ"f e Ti":ms)
electrode “Pz” indicated that for the target stimuli, there were stronger B
P100, N200 and P300 responses in the audiovisual condition than in the )

. . " . Figure 1. (a) Average ERP waveforms in
visual-only and auditory-only conditions. It followed from Fig. 1(b) that cach simulus condition from the “ Py’

there were more discriminative features for the audiovisual condition than gectrode for all subjects. (b) Point-wise
for the visual-only and auditory-only conditions. The enhanced ERP running ttests compared the target
components associated with audiovisual stimuli, such as P100, N200 and responses with the non-target responses in
P300, improved the performance of the audiovisual BCI system. multisensory ~ and - unisensory - stimulus
. . conditions across all subjects for 30
. Thls.system was then appll.ed to detect the awareness of seven DOC  gectrodes. Sgnificant  differences  were
patients in the second experiment. Each patient first performed a plotted when data points met an alpha
calibration run of 10 trials. The test run contained five blocks, each of criterionof 0.05.
which was composed of 10 trials and was conducted on separate days because the patients were easily fatigued.
In the seven patients involved in our experiment, the online accuracies for five patients (1 VS and 4 MCS) were
significantly higher than the chance level. For each of the five patients, the ERP waveforms measured at the
electrodes “Fz” and “Oz” showed a robust P300 response elicited by the target stimuli. Our experimental results
demonstrated the presence of command following and residual number recognition ability in the five DOC
patients.

Discussion: In this study, we designed an audiovisual BCI for awareness detection in DOC patients. Our results
for healthy subjects indicated that improved target detection can be achieved by integrating multiple sensory
modalities. That is, the audiovisual BCI performed better than the corresponding visual-only or auditory-only
BCI. The underlying mechanism is: multiple ERP components including P100, N200 and P300 were enhanced
by audiovisual stimuli, and this enhancement was associated with audiovisual integration. There seldom reported
similar results for online audiovisual BCIs in existing references. As a clinical application, this hybrid BCI was
successfully used for awareness evaluation in patients with DOC.

Sgnificance: To our knowledge, this study is the first attempt to test an audiovisual BCI in this challenging
patient population. Furthermore, no results from other groups indicated that VS patient could use an online BCI
system with a significant accuracy, and the online accuracy rates for VS and MCS patients in our study were
higher than those reported in the existing references.
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Introduction: In order to be operative in everyday life situations, BCI research needs to leave the very
controlled lab environment and be adapted to real world scenarios. Therefore, we recently conducted a
systematic motor imagery-based BCI study where participants not only had to imagine left and right hand
movements but also had to deal with five different distraction tasks, simulating a pseudo-realistic environment.
Since standard CSP analysis led only to poor performance rates, we now propose a 2-step approach where we
want to find out first which distraction task was applied in a particular trial and then apply a classifier trained on
the respective distraction task to determine whether a left or right hand motor imagination was conducted.

Material, Methods and Results: We recorded 16 healthy participants and used the best 8, who reached
performance above chance level, for further analysis. The volunteers performed left and right hand motor
imagery (MI) tasks while also watching a flickering video, searching the room for a particular number, handling
vibro-tactile stimulation, listening to news or closing their eyes. Detailed description of the study can be found in
[1]. The experiment was divided into 7 runs, the first containing pure MI tasks without any distractions which we
used for calibration. After basic preprocessing, we used Common Spatial Patterns (CSP) [2,3] for feature
extraction (3 per class) and used the first run to train an LDA-based classifier [4]. Testing on the remaining 6
runs (containing MI+distraction) only led to low performance results. One reason for that might be the major
feature shifts between training and testing due to the different distraction tasks [1]. Performance rates already
increased when we computed one classifier for each distraction such that training and testing data contained the
same tasks. After further analysis, we discovered that one can easily separate the tasks where participants were
searching the room (numbers) from the remaining tasks (1 CSP filter per class). Muscle artifacts resulting from
turning the head are one of the main reasons for that. Therefore we used a 2-step approach where we first tried to
determine in which of both groups the trial was conducted and then used one of two classifiers, trained on the
respective group, to decide whether a left or right hand MI had been carried out. Classification rates for this 2-
step approach can be found in Table 1. Comparing those results to our original approach, the overall
classification rates increased by around 9%. In Figure 1 we plotted performance rates in both groups for our
original approach against the ones for the 2-step approach. Except for smaller deviations the 2-step approach
clearly outperforms standard CSP analysis. Alternative grouping scenarios led to lower performance rates.

’ \ csp \ od \ njy \ njz \ nkm \ nko \ nkq \ nkt \ obx \ overall ‘
overall 9491 | 70.60 | 77.08 | 69.68 | 83.53 | 71.40 | 77.55 | 87.50 | 79.03
Ist step cond 99.31 | 94.68 | 96.06 | 79.40 | 94.87 | 98.59 | 97.69 | 99.07 | 94.96

numbers 83.56 | 4533 | 66.67 | 59.70 | 75.64 | 47.83 | 70.31 | 75.00 | 65.51
not numbers | 97.21 | 7591 | 79.06 | 71.51 | 85.27 | 75.90 | 78.80 | 90.00 | 81.71

Table 1. Classification rates for all 8 participants: 'overall’ contains weighted average classification rates of the 2nd step, 'cond’ marks
the Ist step to separate the data into numbers and not numbers tasks. Results for the 2nd step are represented in the last two rows.

2nd step

Discussion:  Bringing BCIs out of the controlled lab environment and
into the real world presents one of the main challenges in BCI research.
The study itself already revealed interesting and important findings.
Boosting the classification results to a level where we can assume actual
BCI control by adding more information to the classification process
® should encourage the BCI community to continue its path on building
° reliable BCI systems.

2-step classification vs. standard CSP
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s % Significance: This new approach marks an important step towards using
BCIs in real-world environments. It shows that it is possible to expose a
” participant to different distortion scenarios within one experiment and still
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Figure 1. CSP vs. 2-step approach
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Introduction: The human factor plays the key role for safety in many industrial and civil every-day operations in
our technologized world. Human failure is more likely to cause accidents than technical failure, e.g. in the
dangerous job of tugboat captains. Here, cognitive workload is crucial, as its excess is a main cause of dangerous
situations and accidents while being highly subject and situation dependent. However, reliable subjective ratings
are hard to obtain while objective ratings remain a necessity for training as well as control, port and operation
design — leading to a high general interest in online cognitive workload indicators.

Material, Methods and Results: In a 10-subject simulator study, we recorded electroencephalographic data from
a realistic tugboat scenario with professional captains (subj. 8 excl.: sickness). The experiment had 3 phases
(approx. 40mins each), where phases 1&3 were identical. While in phases 1&3, the cognitive workload was
modulated by the sailing task itself in combination with changing weather conditions, we increased it in phase 2
by an additional task (2-back task [1]) and kept sailing constant (Phase 1&3: 2 blocks 6mins low/12mins high
workload. Phase 2: 10 blocks of 4mins high/low). The measurement epochs were designed to lead to similar
behavioral patterns. The blocks were subdivided into epochs of 1 min for classification. The classifier was based
on regularized shrinkage linear discriminant analysis (rsSLDA) [2] after different preprocessing steps. We used
1Hz high-pass filtering alone (R), in combination with MARA [3] (C), an Independent Component Analysis
(ICA) based automatic artifact reduction, as well as manual ICA artifact reduction (CM). Then, we built
different spectral band power based features. In addition, we performed Common Spatial Pattern analysis (CSP)
[4] in different band combinations with the logarithm of the variances as features. We evaluated the different
classification designs within
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4 y phases as a block-wise cross-
% o7 3 075 . " validation (cv) as well as
- & -
i . g . s 2 s between phases to test for
§ 05 Y B SRCEIS I | i g = 3 li . Th |
3 ¢ . 2 e H : L ° , generalization. e results
§ 020 @ s f P - ° HIR § 025 >y suggest a basic feasibility of
= . = . i .
N R S ol i Wi ificati
° . ° 8 binary workload classification
Ra Rb Ca Cb CMa CMb CSPaCSPb Ra Rb Ca Cb CMa CMb CSPaCSPb Z° . .
classifier classifier s & with lowest cv-loss in phase 2.
Phase 2 classifier validated on phase 1/3 Phase 2 classifier crossvalidated on phase 2 ;; For the auditory n_back task
j § “  (phase 2), higher workload
e | . seems connected to increased
DS S I - § os high visual alpha while results
@ @ 2
27 B 5328 g d ' . are less clear for the bow-to-
g L ] % -y .
| i y = . & v f bow condition (phase 1&3).
® Ra Rb Ca Cb CMa CMb CSPaCsPb O Ra Rb Ca Cb CMa CMbCSPacsPb Here, we often found an
classifier classifier

opposite visual alpha effect.

Figure 1.  Classification matrix for different features: R HP(1Hz), C MARA, CM manual artifact removal: a 1-Hz bins 1-
20Hz, b sum a-(8-12Hz) & 6-band (4-7Hz). CSP: CSPa a & &-band, CSPb «, B, y & 6-band. Circlese: sinlge
subject. Diamonds - : mean across subjects.

Discussion: Classification within phases is in general successful while it works least well in phase 1 which we
account to the little familiarization with the simulator and equipment settling time. However, classifiers from
different experimental settings work at chance level on others, which could be caused by the task differences: n-
back is auditory and thus increasing the visual alpha due to the shift of attention, while in the realistic bow-to-
bow task there is a variety of stimuli and senses involved. Different subject specific cognitive strategies in the
realistic task could additionally lead to the variances of the results as there is more behavioral freedom.
Therefore, a general classifier probably has to be based on more than one setting, more data and more subjects.

Significance: A measure of workload can be derived from spectral features of EEG in a complex maritime
scenario, but neural patterns differ from a 2-back task - often used in laboratory studies. Online feedback of the
workload level to trainer and trainee her/himself is expected to facilitate tugboat and other captains training.
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Introduction: Brain-computer interfaces (BCIs) provide a direct communication pathway between a user’s
brain and an external device to enable communication for people with severe motor impairments [1]. This
study used off-line analysis of recorded data from a letter-by-letter spelling P300 BCI [2].

BCI accuracies average 77-90% with speeds of (1.4-4.5 char/min) [1]. Performance can be improved by
abstaining selections that do not meet a predetermined P300-Certainty threshold [3]. However, there are
multiple ways to predict the accuracy (correct or incorrect) of individual BCI selections. Monitoring
attention through the power in the EEG alpha band (8-13Hz) [4] can also predict the accuracy of selections
[5]. BClI selection accuracy can be improved by applying an alpha threshold for subjects that exhibit high
alpha variance. This study used off-line analysis to examine the potential of combining the P300-Certainty
algorithm and alpha-band monitoring of BCI data to improve BCI performance.

Materials, Methods and Results: Off-line data from 16 subjects (exhibiting high alpha variance) was used
in this analysis [2]. Figure 1 shows the raw BCI accuracy of each subject and the improvement in
performance from using either the P300-Certainty algorithm, an alpha-based threshold, or a combination.
The mean accuracy for raw BCI performance, only P300-Certainty, only an alpha threshold, and both
P300-Certainty and an alpha threshold were 85.38 + 5.79%, 89.38 + 3.44%, 89.69 + 4.03%, and 92.13 +
2.99%, respectively. Using a t-test, all methods produced statistically significant improvements over the
raw BCI accuracy with P300-Certainty alone (p = 0.026), an alpha threshold alone (p = 0.021), and the
combination (p = 0.0004).

Discussion: Both 100
P300-Certainty and an

alpha threshold » = /F#“
increase accuracy by N

Z 90
- . ©
abstal_nlng erroneous 5 . —o—Raw Accuracy
selections. However, g % /o" —
combining both 2 w0 — ~=#-P300-Cert
methods improv
ethods improves __/ P300-Cert + Alpha
accuracy more than 75 ¥
using either method —¢=Alpha
alone 70
' 0 2 4 6 8 10 12 14 16 18
Significance: A BCI Subject Number

that can abstain
erroneous selections that are
“uncertain” (P300-Certainty)
or that exhibit low attention levels (alpha) creates a BCI that is resilient to wandering user attention.

Ultimately, a BCI using both methods allows users to type with a higher accuracy and at their own pace.

Figure 1. Potential improvement of accuracy using P300-Certainty, an alpha threshold, and
P-300 Certainty + an alpha threshold
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Detecting Drowsiness in RSVP Keyboard™ BCI Users with SSPI
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Introduction: EEG measures of vigilance have been studied in fields concerned with driver and pilot alertness,
as well as for effect on performance during cognitive tasks [1,2]. Given the importance of alertness and
motivation on the P300, it follows that detection of drowsiness is critical to ensure maximal response. The
necessity of integrating these fields becomes most evident in populations such as those with severe speech and
physical impairments (SSPI), where individuals may not be able to communicate drowsiness or entirely control
an alert-drowsy transition. P300 communication devices, such as matrix speller or RSVP Keyboard™ [3] are
directed to these populations because of the recognizable need for alternative communication. The RSVP
Keyboard™ presents a sequence of rapidly flashing letters (200ms in duration), using the P300 and earlier
sensory potentials as indications of target letter. The system requires a calibration phase, calculated using a
machine learning algorithm, that is used to identify target letters based on the EEG evidence 500ms following
each letter presentation. This study looked at measures of drowsiness as a possible indication why participants
might score poorly on these calibration sessions after eliminating the possibility of noise or other interference.

Material, Methods and Results: Participants included four individuals with SSPI who were subjects in our
RSVP Keyboard™ BCI studies. For each participant, study sessions with good and poor BCI performance (as
measured by area under the curve [AUC] for calibration session) were selected, and EEG recordings analyzed
for drowsiness. Participants self-rated for drowsiness on the Stanford Sleepiness Scale (SSS) [4]. EEG was
recorded at 256Hz using a 16 channel g.tec system with standard 10-20 coordinates. Data were bandpass filtered
from 2-60Hz with a 60Hz notch filter. Drowsiness detection was done using power measurements in the theta
(4-8Hz) and alpha (8-13Hz) bands (using channels Fz, Cz, P1, and P2), and persistence of eye-blinks (using an
average of Fpl and Fp2) in the epochs. Power estimates were calculated prior to letter presentation, and epochs
following this were screened for a 30% increase in both frequency bands, as well as a 50% increase in these
bands’ contribution to total power (power in band/total power). The epochs were formed by dividing the dataset
into 4 second intervals, FFT applied, and resulting power calculated using MATLAB (v. 2015b). The power and
eye-blink calculations were used to determine levels of drowsiness, outputting a score ranging from O[not
drowsy] -4[very drowsy] based on the percent of epochs that satisfied those drowsiness conditions (stepping
from 20% to 100%). To eliminate the

: . : Best S| Worst S
;ﬁgﬁ: ?hfar?O'SSgo/g HCQ;]C'dstgly(:;;gs fvrvc:tmh Perform. | Drowsines | S| Perform @ Drowsiness | S
muscle or other high frequency activity (AUC) s Est. S| . (AUC) | Est S
above 6e-12uV) were included in the  Ppart. 1 0.8311 0 1| 0.6845 0.5 1
analysis. The drowsiness detection was
more sensitive to within performance Part.2 = 0.9591 0 5 08032 2 1
differences than the SSS (see Tgble 1), but  part 3 0.8168 05 1 05354 1 3
neither score fully explained user
performance_ Part. 4 0.6418 0.5 2 0.5925 2 2

Table 1: Best and Worst session performance for participants (part.’s) with SSS and Drowsiness Estimate

Discussion: While this study took a modest approach to the detection of drowsiness, we demonstrated possible
drowsiness implications on performance in a P300 based BCI system. Further studies should incorporate
lateralized eye movements and optimize channels for calculation of power measurements to make a more
sensitive and accurate detector. While neither score was closely related to performance (AUC) in this small
sample, automated drowsiness detection is more practical for BCI in this or any population, and further
developments will likely result in improved sensitivity.

Acknowledgements: Support from NIH DC009834, CNS-1136027, 11S-1149570, CNS-1544895, NIDRR
H133E140026.

Significance: The significance of this exploratory study is in creating potential avenues to improve performance
on P300 based BCI systems by considering the impact of drowsiness on the underlying event-related potentials.
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Introduction: In the present study, we investigate an EEG-based BCI that directly controls a speech synthesizer
for instantaneous acoustic speech output. Specifically, the BCI decodes modulations of the sensorimotor rhythm
(SMR) in a motor imagery protocol for controlling two continuous parameters in a manner similar to 2D cursor
control. However in this study, instead of defining graphical positions, the cursor defines the first two formant
frequencies of speech, which can be used for instantaneous synthesis and auditory feedback [1] of as many as 8
vowel sounds in American English, though in the present study we only examine the production of 3 vowels.

Material/Methods: Three participants without neuromotor impairments have been recruited to participate in the
study, with additional recruitment ongoing (21 participants are targeted). Participants are asked to complete a
vowel imitation task that includes an initial training session followed by four sessions of online BCI control.
During training, visual and/or auditory representations of vowel sounds are presented to the participant for four
seconds depicting one of three target vowels (/aa/ [hot], /iy/ [heat] or /uw/ [hoot]). Our full participant pool will
be separated into those receiving visual feedback only, auditory feedback only, or combined audio-visual
feedback to test whether the auditory feedback leads to improved BCI performance. Visual stimuli are
represented by the 2D formant position displayed as a cursor on the screen. Auditory stimuli are synthesized for
both the training paradigm and online BCI feedback using a formant frequency synthesizer (Snack Sound
Toolkit, KTH Royal Institute of Technology). Participants are instructed to imagine moving their left hand for
/uw/ sounds, right hand for /aa/ sounds and both feet for /iy/ sounds. Model weights are then estimated for a
Kalman filter decoder and used for online BCI control. In the control task, participants are presented with the
audio and/or visual representation of a target vowel sound (20 trials per vowel) for 1.5 s and instructed to
perform the appropriate kinesthetic limb motor imagery tasks to control the SMR-based BCI, which then outputs
the continuously varying 2D formants from the center of the formant plane (the neutral vowel) to the target
vowel (similar to the well-known center-out task). Instantaneous visual (cursor movements) and audio
(synthesized vowel sounds) feedback is provided to the participants in the 6 s response period. All EEG data
were recorded via 62-channel acquisition system (g.HIAmp, g.tec) at a sampling rate of 512 Hz. The
sensorimotor rhythm was obtained using a fourth order low pass butterworth filter from 8-14 Hz, and the
bandpower was calculated using the Hilbert transform.

Results: Trials were labeled correct when the predicted formants entered into the appropriate vowel region, and
incorrect if they did not. Offline analysis of Kalman filter model weights show the sensorimotor regions
contribute most to neural decoding, which is expected based on previous SMR studies of cursor control via limb
motor imagery [2]. The mean vowel production accuracy from our preliminary study is approximately 70%.

Discussion & Significance: The advantage of the BCI described in this study its

novel approach to decoding in formant frequencies of speech rather than
attempting to use discrete classification of vowels. While motor imagery is not
suitable for discrete classification of speech sounds (e.g., there are only 3-4 O

detectable motor imagery classes for 8 vowels and 30 consonants), it is suitable
for low degree-of-freedom systems that use continuous control (e.g., 2D cursor
control [2]). In the present study the trained sounds define the outer boundary
of all vowel sounds in English, therefore, it is possible to produce all of the
other vowels (e.g., /ih/ hid, /uh/ hood, /eh/ head, etc.) through combinations of
imagined movements. For instance, the vowel /ul/ lies between /uw/ and /aa/
in the 2D formant plane, therefore, combined left and right hand movements
will generate the appropriate formant frequencies to produce /uh/ without

additional training. The successful completion of this project will provide the

necessary data to proceed to test all 8 vowels, as well as to develop a new BCI

in which users control a low degree of freedom articulatory synthesizer capable First Formant (F1)

of producing all 38 phonemes in American English through use of just 3 or 4 continuous parameters (analogous
to a cursor in 3D space).

N

Second Formant (F2)
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Effects of Stimuli Relevance on Auditory BCI
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Introduction: Individuals with locked-in syndrome (LIS) typically lose the ability to reliably direct their eyes, in
addition to other motor skills, forcing a reliance on covert attention when using many well-established visual
processing based EEG-brain computer interfaces. In contrast, auditory processing remains largely unaffected in
many cases of severe paralysis (progressed ALS and upper spinal cord injury patients) leaving an opportunity for
BCI control via auditory evoked neurological responses [1 2]. At present, most auditory brain-computer
interfaces (aBCI) employ sounds designed to optimally stimulate the auditory system (e.g., pure tones) and
require a visual interface. Some recent efforts have focused on speech and environmental stimuli, though few
studies have eliminated visual support in the aBCI paradigm [3 4]. In this study, we employ speech stimuli and
investigate two characteristics, semantic and spatial relevance, hypothesized to affect BCI performance. A
positive result of this research validates the benefits of task relevant spoken word stimuli that will simplify user
control, promote intuitive learning, and help maintain motivation for users of a purely auditory BCI.

Material, Methods and Results: Approximately 25 participants are being recruited to participate in an auditory
BCI task that will move a cartoon icon to a target location by attending to serially presented spoken words
corresponding to the desired direction (Fig 1). Decoding intended direction is accomplished through a P300
focused classification using step-wise linear discriminate analysis (SWLDA) classifier as in previous research [1
5]. Condition 1 groups semantically relevant stimuli, while Condition 2 stimuli have no lexical congruence with
the direction they represent. Additionally, the stimuli ‘skill’ and ‘care’, ‘left’ and ‘right’ will be presented over
loud-speakers with inter-aural level differences (ILD) and inter-aural time differences (ITD) to provide relevant
spatial cues to the participant. Stimuli ‘up’, ’down’, ‘joy’, and ‘while’ will be devoid of ITD or ILD cues and
will serve as spatial relevance controls. In this way both semantic and audio-spatial relevance are evaluated.
Trials consist of ten presentations of each stimulus in a condition and results in a aBCI decision to move the
cursor. Eight trials (80 targeted presentations) of training data will be collected for each stimulus at the beginning
of each of three experimental sessions, which includes 64 trials of real-time BCI control per stimulus in a
condition. The third session will include dynamic stopping of trials [4] in order to estimate the optimal
information transfer rates (ITR). The order of completion of conditions will be balanced across participants.

Fig. 1 — User interface

screen  provides  target

Condition Stimuli sound and BCI feedback.
CERT S R Blue icon’s position on the

1 up’, ‘down’, ‘left’, ‘right grid is controlled by the BCI

P Sov’. ‘while’. ‘care’. ‘skill’ system. The task is to move
0¥ i ’ this icon to the {cherry}

Table 1 — Spoken words used in Conditions 1 and 2. target corner.

Results of BCI performance (ITR and percent trials correct) over multiple sessions will be used to determine the
importance of semantic and spatial relevance to an auditory BCI. Participants will also complete questionnaires,
as previously utilized [5], to estimate task workload, ease of use and preference of stimuli in our task.

Discussion: Spatial relevance and semantic meaning of words allows stimuli to be immediately associated with
the BCI task choices, facilitates high initial BCI performance and improvements in BCI user experience. The
visual feedback is used here for motivation but provides no visual ERP for BCI use. Reduction of cognitive
workload and increase in user motivation over previous BClIs are the expected outcomes for this system.

Significance: This study’s results will validate the feasibility and benefits of spoken word stimuli, allowing
future studies to eliminate any visual component. Future developments of auditory-only BCI for users with
neuromotor and cognitive impairment will benefit from our results on the relative importance of semantic and
audio-spatial features of task relevant stimuli. Thus, taking another major step toward creating a clinically
effective communication system.
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Introduction: RSVP Keyboard™ is a speller that employs rapid serial visual presentation (RSVP) and uses
Bayesian MAP inference based on event related potentials (ERP) fused with language models (LMs) to detect user
intent [1]. Here, we study the potential benefits of additionally fusing feedback related potentials, a form of error-
related potentials (ErrP), in a Bayesian fashion. By appending a prospect symbol (e.g., the top candidate in the
alphabet according to the current posterior) to some or all presentation sequences, we expect to induce an EEG
response that may be indicative of that prospect’s correctness. Existing BCIs that attempt to use ERP/ErrP jointly
typically fall into one of these categories: a flag by the ErrP classifier results in (a) the deletion of the last selection
made using the ERP classifier [2,4,5,6]; (b) replacing the last selection made using the ERP classifier with the
second ranking option [2,3,7]; (¢) presenting more stimuli to gather additional ERP evidence, but not use the ErrP to
update symbol probabilities over the alphabet [3]. A language model is not fused with ERP evidence in these
particular examples, but has been suggested for boosting both ERP and ErrP evidence assessment. Unlike these early
attempts to use ErrP evidence, which tend to make hard decisions based on ErrP classifier outputs, we seek Bayesian
fusion of ERP, ErrP, and language evidence using probabilistic generative models. The envisioned (and already
implemented) system automatically decides to select a letter to type or proceed with more ERP/ErrP evidence
collection in a probabilistic fashion. We present simulation based results that suggest this Bayesian fusion process
may outperform existing alternatives in the literature. This framework is also applicable to the Matrix Speller [1].

Methods: EEG data to calibrate ERP/ErrP models are acquired using the RSVP Keyboard™ copy-phrase task.
Assuming the ERP/ErrP features are not identically distributed, their distributions are calibrated separately (with a
process similar to that in [1]). A 6-gram symbol language model (LM) is used for MAP inference with EEG/ErrP
gathered from sequences presenting the 14 most probable symbols in the alphabet (of 28 symbols) according to the
latest posterior distribution [1]. When the top candidate becomes somewhat probable, it is appended to the end of the
sequence as a prospect. ERP/ErrP evidences are extracted from the 500ms windows following regular and prospect
presentation trial onsets. A decision is made when the top candidate exceeds the required confidence threshold or the
number of maximum allowed sequences is reached (time-out); these thresholds are set to 0.9 and 8, respectively. All
parameters can be adjusted to optimize performance on an individual user basis (e.g. using simulations).

Results: Results of 25 Monte Carlo simulations of a copy-phrase task with 10 predetermined sentences for which
the language model contribution ranges from friendly

. . AUC for ERP/LM fusion Bayesian fusion of
(correct letters are likely compared to competitors) t0 | [grpEnp) (No ErtP) EreP/ERP/LM
adversarial (competitors more likely) were performed | [0.845,0.865] 531s,1.00
as in previous work [1]. These preliminary results {gziggggg S 1'83
summarized in Table 1 demonstrate that, as expected, [7[0.821.0.777] 5425 0.99
Bayesian fusion of all evidence (ErrP, ERP, LM) yields | [0.775.0.813] 9135, 0.96 834s,0.99

: : T : Table 1. Monte Carlo simulation results (expected time to complete task in seconds,
faster typing speeds in all participants (w1thout probability of completion) for five users, using synthetic EEG features from models

compromising accuracy). The use of ErrP in a calibrated with real ERP/ErrP EEG data. Calibration estimate of AUC for ERP/ErrP

suboptimal fashion as has been done in the literature C¢lass-conditional density models (Column 1); average time and probability of
completion for no ErrP case (Column 2), typical ErrP application in literature where

(by aHOWing ErrP decisions to override ERP) also single ErrP evidence can discard all ERP evidence for last symbol (Column 3; red),
improves speed relative to not using ErrP at all. and proposed Bayesian fusion of all evidence (Column 4; green).

Significance: As literature suggests, using ErrP evidence may improve performance. However, preliminary results
indicate that Bayesian fusion of ErrP with ERP, not treating the former as a de facto superior form of evidence, may
yield better outcomes. We will present details and experiment results in a future paper.
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Introduction: The detection of brain state changes plays a fundamental role in the neuroscience research field
because it can dramatically improve the comprehension of cerebral functioning. In this field, it may result
extremely useful the support of machine learning based automatic tools able to correctly classify different brain
responses. The performance of these tools depends on both the features and the classification algorithm
employed. In order to select the most appropriate classifier for a given BCI system it is essential to single out a
subset of significant features from the original data set, due to the poor signal-to-noise ratio [1] of the EEG
signal, and to the small number of training data compared to the number of features. It is well known that
distinguishing relevant features is fundamental to improve the predictor’s performance. More importantly, it can
provide a better understanding of the underlying cerebral processes that generated the data. The aim of this study
is twofold: on the one hand to choose the most appropriate features selection strategy in order to maximize the
predictor’s performance applied to a visual evoked potential based BCI. On the other hand, we aim at showing
how the features ranking can be used to support scientific hypotheses or diagnoses.

Material, Methods and Results:

Data were recorded during several training sessions from nine healthy subjects using the P300 Speller paradigm.
EEG was recorded using a cap embedded with 19 electrodes according to the 10-20 International System,
sampled at 256 Hz and averaged for 800ms after the visual stimulation. Five features selection methods were
analyzed: IG, CFS, ReliefF, Consistency and 1RR [2]. All of them belong to the class of filter methods for
feature selection. A support vector machine with Gaussian kernel (RBF SVM) was used as classifier for several
reasons: first, it is able to handle high dimensional data sets; second, it has few hyper-parameters that need to be
defined by hand; third, it has already been successfully adopted in BCI providing very good results [1]. Grid
Search was used for hyper-parameters optimization. The data processing was carried out with Weka. All feature
selection methods were able to select smaller subsets of features improving the quality of the results. The range
of features reduction was between 62 % (1G) and 99.78 % (Consistency). Table 1 shows the classification results
in terms of accuracy and Cohen’s Kappa on test sets for each subject, using ReliefF [3] which turned out to be the
best among the five methods. We compare our result with CFS-FLDA, the embedded feature selection method
implemented in Weka that is closer to the SWLDA, a common approach for P300. CFS-FLDA is a correlation
based feature selection method embedded into a Fisher’s Linear Discriminant Analysis. The results show how
ReliefF outperforms CFS-FLDA since the mean value of accuracy is 88.5%, which is significantly better (paired
t-test < 0.5) than the one of the LDA method (79.6%) and the Kappa is almost always higher or comparable.

Subjects PC LQ FG VP MA LB NL ZI 1G
CFS-FLDA:

A(%)/K 93.4/0.78  89.9/0.67 87.92/0.62 84.25/0.53  75.1/0.33  71.82/0.25 77.92/0.43  56.52/0.006 70,66/0.25
ReliefF-RBF SVM:

A(%)/K 95.35/0.83 93.02/0.73  91.35/0.66  88.69/0.57 88.67/0.37  88.24/0.48 84.59/0.42 83.41/0 83.21/0

Table 1. Prediction result

Discussion and significance: The most important result is that the subset of selected features is physiologically
correct: ReliefF was able to detect physiological components elicited during the protocol either in space (e.g. Cz,
Pz, 01, 02, ..) or in latency (e.g. P300). As an example, in Picture 1 we draw the scores assigned by ReliefF
versus the evoked P300 potential on Cz, showing how the scores follow the signal behavior. This kind of
information may furnish relevant insights to identify which brain areas and when are involved during certain
cerebral activities, thus improving the comprehension of brain functioning.

Picture 1. ReliefF scores of subject PC compared with the P300 potential on Cz
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Fusion of P300 and Eye Tracker Data for Spelling Using
BC12000

D. Kalika?, L. Collins ¥*, K. Caves !, C. Throckmorton*
1Duke University, Durham, NC

* 130 Hudson Hall, Box 90291, Durham, NC. E-mail: Icollins@duke.edu

Introduction: The P300 speller, an EEG-based Brain Computer Interface (BCI) [1] and various eye-trackers [e.g.
2] have been used individually as communication aids for people with ALS. The work presented here explores the
efficacy of combining EEG and eye tracker data to improve P300 speller performance.

Material, Methods and Results: In this work, a Bayesian update classifier [3] has been adapted to combine EEG
and eye-tracker inputs probabilistically in order to estimate the probability that a character is the target character.
Eye tracker data was assumed to be well modeled by a two-dimensional Gaussian distribution centered on the
target character, and independence between the EEG and eye tracker probabilities is assumed. The a priori
variance of this Gaussian distribution can be static or learned during training — both types were considered in this
work. To assess the potential benefit of utilizing this type of bimodal system, data will be collected from 20 non-
disabled individuals using the updated Bayesian classifier to select characters in real-time. Data collection is
currently ongoing, but preliminary results from seven subjects are shown below.
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Figure 1. This figure shows the spelling Figure 2.  This figure shows the average number
accuracy given the four different of flashes to spell a character given the
configurations of the Bayesian four different configurations of the
update classifier. Bayesian update classifier.

Figure 1 shows the spelling accuracy given four different configurations for the Bayesian update classifier: EEG
without eye gaze, EEG with eye gaze variance learned during training, and two static eye gaze variances. The
trained variance is very low for all participants, so this configuration is almost identical to eye-gaze only. Using
only EEG or the trained variance configuration is always the worst performer except in the case of participant 1,
showing that the use of the multimodal system provides robustness to the speller. Figure 2 confirms this
observation and shows the mean and standard deviation of the spelling accuracy given the four different
configurations of the Bayesian update classifier. The results show that given a broad enough gaze variance, the
speller performs with higher accuracy and more robustness than using EEG or the trained variance configuration.

Additional offline simulations were performed to consider eye gaze challenges that might occur in the target
population. These simulations included the addition of variance and bias to data collected from non-disabled
participants as well as random fixations towards incorrect characters. As with the online accuracy, the classifier
was robust given a large enough a priori variance.

Discussion: The probabilistic combination of EEG and eye tracker data is fairly robust to large variance in gaze
fixation. Although promising, results from online testing with the ALS target population will be necessary to assess
the true potential for a bimodal spelling system. Even though the Gaussian distribution for non-disabled eye gaze
is appropriate, it is possible that a more complex statistical model will need to be used for eye gaze collected from
an ALS patient.

Significance: This work shows that combining information from the P300 and eye-gaze data is a promising
research avenue.
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Introduction: It is well understood that feedback affects subject performance in motor imagery (MI) BCI
[1]. However, there is still little evidence about how the response to feedback changes the MI signal, and
whether the feedback signal can be used to classify MI more accurately. In this work, we show that
feedback response and MI signals are both carried in similar frequency bands and investigate ways to
improve MI classification.

Methods: EEG data were collected from 7 subjects asked to control a cursor with right and left hand motor
imagery who were shown sham cursor movement as visual feedback. The cursor moved every 600 ms
based on a pre-determined movement pattern unrelated to subject performance. The sham feedback (of
which the subjects were unaware) is critical to examine the role of visual feedback on user’s MI. Since the
sham feedback is independent of the MI, any relationship between the MI signal and the visual feedback is
due to a causal effect of the user’s response to visual feedback on the read MI. A total of 6 spatial filters (3
per class) were chosen through common spatial patterns (CSP) [2] and the log power of the filtered
signals were classified with linear discriminant analysis (LDA) trained with 10-fold cross-validation.

Results, and Discussion: Figure (1) shows classification results and standard error of classification rate for
four of our subjects (including 3 of our best) the cyan line shows the significantly above chance level
(p = 0.05) based on the number of trials [3] and the green line indicates 0.5 level. RvL indicates classifying
between right versus left MI. GvB indicates classifier performance for a classifier trained to distinguish
whether the last cursor movement was in the desired (Good) or non-desired (Bad) direction. Notice that
GvB classification was successful in similar frequency bands as RvL classification [4] meaning that the
information about whether the subject “liked” the movement or not may be confounded with the
computer’s read out MI signal. We hypothesize that a state-of-the art CSP feature extraction and LDA
classification - i.e., solid black line on figure (1) - is in fact affected by feedback and there is potential to
improve the standard procedure. We applied logistic regression to the output of GvB and RvL classifiers
where we trained two distinct classifiers for when the cursor moves to the left or to the right; that is, to
directly take into account the observed cursor movement. Results are shown with magenta line on figure
(1). The combined classifier is able to improve the RvL in the frequency bands that GvB classifier is above
chance level (" for p<0.1, * for p<0.05 and ** for p<0.01). Subjects received no training with real feedback
(only the unrelated sham feedback), which may explain the overall low accuracies.
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Figure 1. Figures show correct classification rate versus frequency band for four subjects. Note that the RvL and GvB classifiers have
above chance performance in similar frequency bands.

Significance: The work shows that feedback response and MI signals are present in the same frequency
bands that are used for MI classification. We proposed to apply logistic regression to combine RvL and
GvB classifiers as a potential way to alleviate the effect of visual feedback. As GvB classification is more
robust to non-stationary distributions [5], future work will investigate more sophisticated methods for
combining these signals (Supported by NSF grants IIS 1219200, SMA 1041755, IIS 1528214).
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Introduction: A brain-computer interface (BCI) is a system that can operate several devices using only brain
signals. It has been actively studied in recent years. There are many studies using event-related potential (ERP),
which is a brain signal that occurs in relation to some event. The use of the virtual sound sources using out-of-
head sound localization has been suggested as a possibility to estimate the intention direction [1]. In this study,
we propose a BCI system for estimating the intended sound source direction of the user by using EEG (P300)
when out-of-head sound localization is used. By changing stimulus onset asynchrony (SOA), the accuracy of the
auditory BCI using virtual sound sources we examined was improved.

Material, Methods and Results: This study was approved by the ethics board of the Nagaoka University of
Technology. Nine healthy people (8 males and 1 female, mean age 22.5) participated. All subjects were given
information on the experiment and signed consent forms.

In this study, we used an oddball experiment using virtual sounds [1]. The sound image was located at six
different directions (30°, -30°, 90°, -90°, 150°, -150°) with 0° being the direction facing the user directly. We
changed the SOA for every task, that is 1100, 800, 700, 600, 500, 400, 300 and 200 ms trials were considered for
comparison. The EEG data was sampled at 256 Hz, filtered using a Butterworth band-pass filter (0.1 to 8 Hz) and
classified using Fisher discriminant analysis (FDA) to estimate the parameters for the particle swarm
optimization (PSO) algorithm [2].

Fig.1 presents the identification rate of direction. Fig.2 shows results of ITR at identification rate of direction.

— ‘ \.
=4 3 £,
£ 3 e
B 7 - = é 20
{» | S " i A
e I ™ : S
o £ s e T WY
1 J 1
Avwvagirg saimdies(Tones| Aowrepirg numbet(vemes|
Figure 1. Classification accuracy Figure 2. Information transfer rate

The direction identification rate was 87.1% for the SOA of 500 ms averaged 8 times, 86.3% for the SOA of 800
ms averaged 9 times and 84.9% for the SOA of 500 ms averaged 9 times.

The max ITR is 29.31 bits/min at SOA of 200 ms averaged 1 time. The ITR is 1.22 bits/min at SOA of 1100 ms
averaged 10 times, which is 24 times slower than that observed in the best scenario. However, the increasing of
ITR is higher when the number of averaged times decreases. These results alone can be misleading if
identification rate is not considered as well. We determined appropriate identification rate when results were
higher than 70 %. Fifty six results met this condition. Under this condition, max ITR is 14.72 bits/min at SOA of
400 ms averaged 2 times.Compared to it, the SOA of 1100 ms averaged 10 times is 12 times slower.

Discussion: For direction identification rate, the SOA of 1100 ms averaged 10 times was used as base for
comparison with the SOA of 400 ms averaged 2 times, because it has more than 70 % identification rate and the
maximum ITR. As a result, it can be observed that the ITR is around twelve times higher in the SOA of 400 ms
and its required estimate time is about a twelfth of that in the SOA of 1100 ms.

As the increasing of identification rate is always pursued, in order to build an improved BCI system, for future
work it is being considered the application of different algorithms for classification as well as changing the time
used for direction estimation.
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Introduction: There exist a number of open challenges facing brain-computer interfaces (BClIs) for both clinical
and commercial applications. In electroencephalography (EEG) based BCIs, several of these issues stem from
analyzing recorded data in the sensor space (i.e., the surface of the scalp) where the electrodes are placed. Here,
we focus on two of these obstacles: First, inclusion of priors from neuroscience (e.g., localization of brain
regions associated with particular tasks) is difficult when analyzing data in the sensor space as the vast majority
of neuroscience operates in the cortical domain. Second, the bulk of BCI research has focused on three canonical
paradigms: P300, motor-imagery, and visually evoked potential BCIs all of which are well developed, but
presumably, there remain many more brain regions useful for control that could advance the field as a whole [1].
Materials and Methods: Source imaging is a method for estimating cortical sources of activity from non-
invasive recordings [2]. We modeled the entire cortex using ~7000 distributed current dipoles each of which
represents a small patch of cortex. Using the MNE-Python library, we solved the inverse problem allowing
estimation of cortical activity at each dipole from (non-invasive) EEG data. Source imaging also provides a
principled path to include neuroscience priors from other research — particularly, from neuroimaging. To this
point, the right temporoparietal junction (RTPJ) was recently discovered to be significantly more active when
switching auditory attention compared to maintaining it to a single sound source [3]. We hypothesized that a
source-based approach incorporating this knowledge (by targeting activity from only this region) would provide
significantly better single-trial classification accuracy compared to a naive sensor space approach.

We tested our hypothesis by comparing a sensor-based and a source-based BCI approach both attempting to
classify (offline) if a subject switched or maintained attention in an auditory task (previously conducted in the
laboratory) [3]. Briefly, subjects listened to one of two talkers and were instructed to either maintain attention to
one throughout a trial or switch halfway through. For both approaches, we employed different dimensionality
reduction techniques: principal component analysis (PCA), independent component analysis (ICA), and common
spatial patterns (CSP) using an identical range of parameters for each. Support vector machines were used to
classify the resulting signal and we employed 10-fold cross validation to obtain a stable accuracy estimate.
Results: We found that the source-based approach significantly outperformed its sensor-based counterpart
(p=0.003; corrected 2-way repeated-measures ANOVA) conferring a 5.2% absolute accuracy increase between
the best sensor- and source-based strategies. Interestingly, the relative difference between the dimensionality
reduction techniques appeared to diminish once in the source space. p=0.003
Discussion: These results suggest that the source space provides an
avenue to target more informative signals for classification by 70+ S N
incorporating neuroscience priors. The absolute accuracy attained T
here may not be robust enough to be useful for immediate use; 5
however, the significant gains relative to a sensor approach gives 1
credence to the notion that neuroscience priors can provide a
significant performance gain across multiple signal processing
strategies. Importantly, this work also demonstrates that activity
from a region not associated with the canonical BCI paradigms can
be objectively targeted to provide a useful control signal. Note that
source imaging is not amenable to all BCI studies; the additional
time and cost required to obtain a structural MRI scan will be 1----F-Fr1-1-1-1-
prohibitive in some cases. That said, there are simplified source
imaging techniques that require only 3D localization of electrodes a5
and a generic head model. Future research will evaluate the PCAICACSP PCAICACSP
n?ce§s1ty of MRI 1nformat10n by testing these snnplllﬁed techmques. Sensor Source
Significance: In this study, we found that leveraging neuroscience Figure 1. Accuracy of sensor- and source-space
priors via the source space provides a significant increase in  gpproaches (using 3 dimensionality reduction
classification accuracy and seems to reduce the dependence of this techniques) when predicting a switch in attention.
accuracy on the dimensionality technique chosen. Source space yields significant improvement. Bars
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Introduction: Degenerative diseases that lead to the complete locked-in state (CLIS) also affect gaze control [1].
This calls for a possibility of gaze independent communication and lead to the development of auditory BCls [2,
3]. In this study we addressed the case of a BCI system for communication with the Japanese Hiragana syllabary.
A two-step selection procedure is commonly for the Hiragana alphabet [4, 5]. We investigated a two-step design
using stereo headphones, stimuli with spatial cues and a training period of three sessions.

Material, Methods and Results: Six healthy participants (5 male, average age 32.6 years) and one end-user
(male, age 43 years, C3/C4 spinal cord injury) participated in the study. Electroencephalography (EEG) was
recorded with 16 electrodes. Stimuli were presented using stereo headphones. Classification was performed
offline using shrinkage linear discriminant analysis and online with stepwise linear discriminant analysis. All
participants performed three sessions on separate days and selected 25 syllables in each session.
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Figure 1.  Selection accuracy (left), information transfer rate (middle) and time per selection (right) of the six healthy participants.

Offline Hiragana syllable selection accuracy in session one was 43% (SD 29, range 0 to 80), in session two 53%
(SD 36, range 0 to 88) and in session three 57% (SD 39, range 7 to 92). In four out of six participants, there is a
clear trend to increase of accuracy with session (see Figure 5 top row). Information transfer rate (ITR) of
Hiragana selection was in session one 1.7 bits/min (SD 1.5, range 0 to 4.1), in session two 2.6 bits/min (SD 2.1,
range 0 to 5.3) and in session three 3.2 bits/min (SD 2.6, range 0.1 to 6). The motor impaired end-user achieved
an accuracy of Hiragana selection of 12% in the first session, 28% in the second session and 56% in the third
session. Corresponding ITRs in sessions one two and three were 0.2 bits/min, 0.7 bits/min and 2 bits/min.

Discussion: Four out of six healthy participants reached accuracies above 70% in session three, which would
make the use of the BCI system for communication possible. The ITR is comparable to what was achieved in
other studies [4] but falls behind compared studies using a lower number of choices, e.g. for the Latin alphabet.,
Due to the larger number of stimuli, a longer training period may be needed.

Significance: We were able to show that healthy controls and one end-user were able to control an auditory BCI
with a high number (50) of possible choices using stimuli presented with stereo headphones. Training increased
performance both for the healthy controls and the end-user.
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for the Promotion of Science and the Alexander von Humboldt Foundation. This study was partly supported by
MEXT/JISPS (15H03126 and 15H05880), MHLW/AMED (BMI), and a MEXT/AMED-SRPBS grant.
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Introduction: Emotional states can induce changes in biological signals [1]; such as, electroencephalographic
signals (EEG); in this sense, the performance of non-invasive BCls based on EEG could be affected when an
emotional state arises. For instance, it was reported the decreasing of the accuracy of the recognition of SSVEP-
BCI commands are related to the loss of attention [2]. It causes frustration, fatigue and upset that generates a
vicious circle of poor performance of the BCI. In the present work, the performance of a SSVEP-BCI when a
subject is unpleasantly stimulated is evaluated. Unlike conventional SSVEP systems that demands gaze
movements; the novel SSVEP-BCI setup proposed by [3] is employed. It demands a more meticulous selection
condition, in which users must shift their eye focus to select the target stimulus instead of executing muscular
movements, due to two stimuli are presented together in the center of his field of view but at different distances.
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Figure 1.  (Left) The novel SSVEP-BCI setup; Accuracy for TW from 1 to 7s for CCA-8 (middle) and CCA-12 (Right) detection methods.
Solid line: Accuracy during nss experiments. Dashed line: Accuracy during ss experiments.

Material and Methods: Preliminary experiments were conducted with a healthy male subject. Sixty trials of 9s
(2s of rest and 7s of task) were recorded wherein half of them had sound stimulation. Five unpleasantness sounds
with approximately 70-80 dB of sound pressure level that were reported in [4] were randomly presented during
the selection tasks. The novel setup consists of two 5x7 green LED arranges (13x18 mm) with frequencies of 5.6
and 6.4 Hz, and placed at 30 and 50 cm from the user (Fig. 1 - left). EEG signals were acquired from channels
P3, P1, Pz, P2, P4, PO7, PO3, POz, PO4, PO8, O1, Oz, and O2 at sampling rate of 200 Hz, with biauricular
reference and grounded at AFz. Canonical Correlation analysis (CCA) was performed for SSVEP detection.

Results: Middle and rightest insets of Fig. 1 show the accuracy of CCA-8 and CCA-12 for time window (TW)
from 1s to 7s, respectively. Suffixes 8 and 12 indicate the number of channels. As expected, the accuracy without
unpleasant sound stimulation (nss) is higher than with sound stimulation (ss), in both cases for all TW.

Discussion: Although only one subject was considered in this study, results of sixty trials and seven TW indicates
that the BCI performance is affected by unpleasant sounds. Hence, due to the focus shift is a more meticulous
task, the decreasing of the performance can be attributed not only to the BCI but the loss of the will of the user.

Significance: Currently, hybrid-BCls that detect emotional states and adapt the BCIls operation are being
proposed. However, the user contribution to the reduction of BCI performance (due to their unwillingness) is
rarely considered. Finally, after validate these preliminary results with a statistically valid number of users and
experiments, a mechanism to avoid or overcome user unwillingness could be added to BCI systems.

Acknowledgements: First author would like to thanks FAPES/CAPES for the support in the research project
0821/2015. Second author wishes to thanks CAPES agency by PROCAD founding.
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Introduction: The modified mismatch paradigm could evoke significantly larger N200 and N400 components
compared to the traditional P300 paradigm. Based on previous studies, inverted and upright faces with different
expressions were used to design the mismatch inverted face pattern (MIF-pattern). The visual stimulus modality
elicits a visual mismatch negativity (i.e. the vMMN). Consistent with the auditory MMN, the vMMN elicits an
N200 [1, 2]. Our hypotheses are that the MIF-pattern could yield significantly higher classification accuracy and
information transfer rate than the inverted face pattern (IF-pattern).

Material, Methods and Results: In the [F-pattern, an inverted woman’s face with negative emotion (i.e., deviant)
was presented pseudo-randomly above each of the 12 items (Fig. 1B). The MIF-pattern was the same as the IF-
pattern with one exception. When the inverted woman’s face was flashed above one of the items, a woman’s
face with positive emotion (standard) flashed in gray above the other 11 items (Fig. 1C). Several standard
stimuli (flashing gray face) appeared before the deviant stimuli (an inverted woman face), thereby producing a
“visual mismatch” [3]. Ten subjects participated in this study. The inter-stimulus-interval (ISI) of the stimulus
was 100ms and the stimulus onset asynchrony (SOA) was 300ms in both patterns, which was same for the
flickering background used in the MIF-pattern.

A C

Figure 1.  The interface that was shown to the subjects. A) The stimulus matrix without stimuli. B) An example of the IF-
Pattern. C) An example of the MIF-Pattern. The feedback appeared on the top of the screen in the online session.

The mean classification accuracy is 97.08% (IF-pattern) and 99.58% (MIF-Pattern), the mean information
transfer rate is 25.66 (IF-pattern) bit/min and 27.78 bit/min (MIF-Pattern), and the mean trials per average is
2.19 (IF-pattern) and 2.13 (MIF-Pattern). Since the classification accuracy did not meet the normal distribution,
a non-parametric Kendall test was used to show the difference in classification accuracy between the IF and MIF
patterns. The classification accuracy of the MIF pattern was significantly higher than that of the IF pattern
(p<0.05). A paired samples t-test was used to show the differences between the MIF-pattern and IF-patterns in
bit rate. The raw bit rate of the MIF-Pattern was significantly higher than that of the IF-pattern (t=-2.7, p<0.05).

Discussion: A mismatch negativity (MMN) was elicited when a stimulus was incongruent with the sensory
memory of a standard stimulus. The result showed that higher classification accuracy and information transfer
rate could be obtained from the MIF-pattern on health patients. We will further verify this paradigm on patients
in future research.

Significance: The new approach introduced in this study could improve the performance of a visual P300 brain
computer interface. Results could also be adapted to auditory or other modalities.

Acknowledgements: This work was supported in part by the Grant National Natural Science Foundation of
China, under Grant Nos. 61203127, 91420302, 61573142 and 61305028. This work was also supported by the
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Introduction: Evoked potentials can be subdivided in three classes: transient, steady-state, and broad-band
responses. The extent to which these responses reflect qualitatively different types of neural activation is still
debated. Here, we employed the superposition hypothesis, which states that the response to a sequence of events
is a linear summation of the transient response to each individual event. We modeled EEG responses to rapid
visual stimulation to be the summation of overlapping time-shifted versions of basic transient responses to a
flash. The transient responses were estimated from data, using deconvolution. Modeled responses were
generated by convolution of the estimated transients with a signal, representing the onset times of the flashes.
This linear framework is called reconvolution as it combines both deconvolution and convolution.

With reconvolution, evoked responses to flash sequences can be predicted accurately given relatively small
amounts of training data. Therefore, this technique is suitable as a framework for Brain Computer Interfacing. In
a visual matrix speller, we have achieved high classification accuracies with short single-trials, resulting in fast
and robust communication rates. Additionally, because of the availability of a generative model and optimized
stimulation, pilot results reveal the possibility for high-class BCI, zero-training BCI, and asynchronous BCI.

Material, Methods and Results: We presented modulated Gold codes as rapid non-periodic visual stimulation in
a matrix speller. While participants gazed at a target, EEG data were recorded from 32 water-based scalp
electrodes, amplified by a TMSi Mobita amplifier. A Canonical Correlation Analysis (CCA) based
reconvolution was applied, in which single-trials (X) were spatially filtered (XWy) with a weighting vector over
electrodes (W), in order to maximize the correlation with the convolution (Y#y) of a design matrix (¥) and the
transient responses (Wy). This CCA based reconvolution simultaneously learns the temporal as well as the spatial
distribution of the transient responses embedded in broad-band responses. This method allows for accurate
generation of evoked responses, explaining up to 50% of the variance for bit-sequences used to fit parameters
during calibration, as well as for novel bit-sequences. These generated responses can serve as templates in an
evoked response BCI. Because of the generative framework, less training data is required to calibrate the
classifier, with a retained possibility of using many classes concurrently.

In offline analysis of data acquired in [1], we achieved an average classification accuracy of 88%, with single-
trials of 3 seconds (N=12). In online experiments, we have achieved a robust classification accuracy of 95% with
single-trials of 1.5 seconds, both using a 6 x 6 matrix as well as using a 5 x 13 matrix speller (N=1).

We investigated the possibility of a zero-training setup by applying CCA based reconvolution to each bit-
sequence, on single-trial level. The BCI selected the bit-sequence that revealed highest explained variance in the
linear framework. In an online experiment, we found robust classification accuracies (90%) with single-trials
starting at 40 seconds, decreasing to 1.5 seconds within approximately 5 single-trials (N=1).

Gold codes are pseudo-random bit-sequences generated in sets, which exhibit a minimized cross-correlation (i.e.,
the correlation between pairs within the set), as well as minimized auto-correlation (i.e., the correlation of a bit-
sequences with a delayed version of itself). Therefore, high correlations would only occur at zero time-lag of a
targeted code. This makes Gold codes appropriate for asynchronous BCI, where time-lock information is lost
(e.g., in low-end headsets that do not have external trigger inputs to synchronize stimulation and data-analysis).
In the asynchronous setup, the number of templates is increased by including time-shifted versions of all
templates. In a 6 x 6 matrix speller with 60 time-lags, a classification problem with 36*60 classes is created.
Still, the BCI detected the target using 4.2 seconds of EEG data with a classification accuracy of 80% (N=1).

Discussion: The proposed setup allows for high-class, asynchronous, and zero-training BCI. In the case of
asynchronous BCI, the calibration phase does require synchronization. An asynchronous zero-training method
would overcome this issue, though the methods are not yet combined and rely on results from pilot studies.

Significance: This BCI setup allows robust BCI. Use of low-end headsets is possible, trading signal quality for
detection time. Further, only few electrodes are required, no external trigger input for data synchronization is
needed, and high classification accuracy is possible even with a high number of classes and short single-trials.
This assures to high communication speeds, enabling communication without the need of the peripheral nervous
system, with a user-friendly system.
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Introduction: A BCI has two fundamental jobs: classifying the user's physiological inputs (e.g. SSVEP) and
finding the meaning of these inputs in the task domain (e.g. letter selection in the spelling task). This work offers
a framework for recursively mapping SSVEP stimuli (user symbols) to letters (task symbols) [1]. In particular:

Recursive Framework Feature SSVEP Shuffle Speller
Performs inference over a task symbol set which is Selects from among 26+ letters using only 6 SSVEP
larger than the user symbol set stimuli
Leverages context prior distributions over task Uses an N-gram language model to leverage local
symbols context
Leverages the varying accuracy of user symbols for Letter inference trusts queries whose SSVEP stimulus
inference on task symbols estimate is typically more accurate than others
Offers a task symbol decision mechanism which is Rarely makes a letter decision mistake when the
robust to single classification errors. classifier or user selects a single incorrect SSVEP.

Material: The prototype uses MATLAB and g.USBamp.

Methods: As a test bed for our framework, we offer the
SSVEP Shuffle Speller (Fig 1). A Shuffle Speller query
associates sets of letters to each SSVEP stimuli; the user is
asked to look at the stimuli closest to their target letter. In
decision tree tree style code (Sequential or Huffman) a letter
decision is made by successively pruning away all letters which
are not associated with the estimated SSVEP stimuli. As a Figure 1: SSVEP Shuffle Speller, see this video.
result, any incorrect SSVEP classification necessarily results in

a letter selection error. Alternatively, in the recursive style 1 W
codes (Uniform and Max Mutual Info) no evidence ever o9} @ O’ 1
precludes the user from selecting a particular letter until a final _ ;4| 0 %
1si 1 i 3 ® Sequential ecision Tree
decision is made. To contrast the two styles of coding 10 % | 3 o® e :|D T
1 1 @  Uniform :
neurotypical users typed 5 words using each of the 4 codes. 2 @ L Info:| e
5 B Average
; % 0.5t
Results: Recursive codes were more accurate than both §
decision tree style codes at a modest cost in speed. Qo04r
203 o
. . . . = o ©®
Discussion:  Recursive codes query the user until some o2 >
confidence threshold in a letter decision is reached (85% for o1 - ‘ ‘ ‘ ‘ ‘
1 1.5 2 2.5 3 3.5 4 4.5

this experiment). This has the effect of adjusting the number of Hioos Poillotior Dackion

queries to suit the letter difficulty. In other words, it takes Figure 2: Speed (Queries Per Letter Decision) vs

fewer queries to select likely letters (via the language model) Letter Accuracy, each circle represents a user-code

and more queries to select unlikely letters. pair. Remember that the classifier was identical
across all codes for each user.

Significance: Decision trees are popular within the BCI community; they offer an intuitive structure which BCI

users can easily adopt [2-3]. While potentially less user friendly, we suggest that the performance benefits of

recursive codes may outweigh their HCI considerations. A live demonstration of Shuffle keyboard which uses

keyboard entry rather than EEG, will be provided at the workshop to contrast the performance of different coding

schemes.
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Introduction: The main goal of brain-computer interface (BCI) research is to provide communication capabilities
for people with severe motor impairments who are unable to communicate conventionally. However, a major
drawback for most BCls is the fact that they make use of non-intuitive mental tasks such as motor imagery,
mental arithmetic, or mental reaction to external stimuli to make a selection. These control schemes usually have
no correlation with normal communication methods making them difficult to perform by the target population.
The goal of the work presented is to investigate the reliability of electroencephalography (EEG) signals in
detecting inner speech (also known as covert speech or silent vocalization) against an unconstrained “no-control”
state. Previous EEG-based inner speech studies have been limited to the silent vocalization of vowels or syllables
rather than complete words [1]. To our knowledge, this study is the first report of using EEG measurements to
detect covert articulation of a complete meaningful English word. Also, this is the first EEG study of inner
speech performed over multiple sessions for each participant.

Material, Methods and Results: The study was conducted on ten able-bodied participants (five males) with a
mean age of 26.8 £ 4.1. EEG signals were recorded using 64 electrodes placed across the scalp in accordance
with the International 10-20 system. Each participant undertook two sessions, each consisting of 60 trials, on two
different days. Each trial starts with a blank screen with a fixation cross in the center which remains unchanged
during the trial. In the “inner speech” trials (half of the trials) participants were asked to answer a perceptual
yes/no question by iteratively repeating the answer mentally without any vocalization and motor movement. The
question was always the same, “Is this word in uppercase letters? word” with a different word every trial but
always in lowercase, hence the answer was “no” for all inner speech trials. There were several reasons for
choosing the word “no” for the mental speech task including being useful, intuitive and having a nasal letter, “n”,
and vowel of /o/ both of which have been shown to be detectable with reliable accuracy during imagined and
articulated speech using EEG [2]. In the remaining trials, called “no-control” trials, participants were told to
allow normal thought processes to occur without restriction, rather than being instructed to control their mental
activity in a particular way. The trials were presented in pseudorandom order. The duration of each trial,
regardless of their class, was 12 s. However, the first 2 s of each trial was removed for analysis since any reactive
brain signal to the visual cue at the beginning of trial is not of interest in this study. Acquired EEG data were
preprocessed to reduce the effects of artifacts and noise. Then, autoregressive coefficients and wavelet transform
features were used to form the feature vector for each trial. Data collected across two sessions were pooled
together for classification, and accuracies were evaluated offline using 100 iterations of 10-fold cross-validation.
A fast correlation based filter method [3] was used for feature selection and a support vector machine model with
linear kernel was used for classifier training. During each fold, only the training data was used for feature
selection and classifier training while the accuracy was calculated and reported based on the test data (Table 1).

Table 1. Per-participant classification accuracies. The upper confidence limit is 66.7% for a = 0.01 (confidence level of 99%)

Participant 1 2 3 4 5 6 7 8 9 10  Average
Accuracy 76.1 62.4 68.2 82.5 84.2 78.5 76.8 53.7 515 90.3 72.41+131

Discussion and Significance: An average classification accuracy (sensitivity, specificity) of 72.41% + 13.1%
(77.4%, 73.1%) between the inner speech and no-control trials was achieved across all participants with 7
participants exceeding 66.7% accuracy (the confidence limit for a. = 0.01) and 6 participants exceeding 70%, the
threshold necessary for effective BCI communication [4]. The results suggest the potential of a two-choice EEG-
BCI based on inner speech tasks. The suggested paradigm can be used intuitively by the target population for
communication purposes involving yes/no queries regarding to states of pain, hunger and need of help. Also,
since this study used an unconstrained “no-control” state as one of the mental tasks, the presented method is
suitable for, and will later be used in, an asynchronous BCI with inner speech as an intuitive activation switch.
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Introduction: Envelope tracking can be used to predict the direction of attention to natural speech based on
continuous electroencephalography (EEG) [1] and is therefore a useful approach to control hearing devices with
neural signals. In our previous work, we showed that this method also works with a small number of electrodes
with a minimal decrease in decoding accuracy [2]. Here we compare the quality of speech decoding using
around-the-ear EEG electrodes (CEEGrid) [3] connected to a mobile EEG amplifier and high density EEG system
and propose an unobtrusive Brain-Computer Interface (BCI) based on continuous EEG signals.

Material and Methods: 18 participants with self-reported normal hearing took part in this study. Participants
were presented with two 50-minute long concurrent continuous speech streams and instructed to attend to only
one of them. After each ten minutes of experiment, participants answered 10 multiple-choice questions pertaining
to the attended story. The EEG was recorded simultaneously with cEEGrid and high-density 84-channel EEG cap
(Fig.1A). Decoding accuracy was calculated following the procedure described in [1-2], with 60s training and
validation trial intervals. The temporal profile of the neural response to presented speech, temporal response
function (TRF), was obtained using a univariate mapping between the stimulus and corresponding EEG [4] in the
-200ms to 800ms time lag range.
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Figure 1.  A) cEEGrid (in the right corner) is a semi-disposable C shaped electrode grid printed on flexible biocompatible material [3].
Recordings were acquired from high density 84 channel EEG (blue) and 18 channel cEEGrid (pink) in parallel. B) Decoding
accuracies for scalp and cEEGrid weakly correlate (r=0.43,p=0.07). Dashed lines represent chance level. C) On the left,
temporal response functions (TRFs) for scalp Cz and cEEGrid R3 channel are shown. Corresponding channels are indicated
in white on the scalp and cEEGgrid topography, shown on the right. The topographies are based on TRF profiles for all scalp
and cEEGrid channels at ~100ms time lag (grey shaded area) and exhibit the pattern of N1-P2 AEP component.

Results: On average, both scalp and cEEGrid decoding accuracy were significantly above the statistical chance
level of 59% (CEEGrids 69.4%, scalp EEG 84.5%), as shown on Fig 1B. Only two individuals performed below
chance for the cEEGrid. All individuals had above chance questionnaire performance (68% to 100%, mean of
85.7%), validating the attention instruction. No significant correlation emerged between questionnaire
performance and decoding accuracy. Both scalp and cEEGrid TRF revealed a temporal and spatial pattern with
components also visible in the AEP (Fig. 1C).

Discussion: Electrode placement around the ear is sufficient to indicate the attended speaker in this concurrent
speaker paradigm. The usefulness of the cEEGrid data is further confirmed by investigating the physiologically
interpretable TRF pattern, which, while showing the negative peak at 100ms for both setups, contains clearer
responses for scalp recordings. The decoding accuracy of the cEEGrid recordings is lower compared to the scalp
recordings, which might be due to the lower number of electrodes and the lower spatial coverage.

Significance: We show that tracking the auditory attention to continuous speech can be done with an unobtrusive,
user-friendly electrode setup located around the ear. Combined with a lightweight mobile EEG amplifier this
result is a further step towards controlling hearing devices with a BCI.
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Introduction: Research about brain computer interfacing (BCI) has shown that it can be estimated based on EEG
data which stimuli a person paid particular attention to (e.g. [1]). In typical BCI experiments that use the oddball
paradigm [2], several classes of stimuli are presented in succession and the stimuli of interest (fargets) are
counted while other stimuli are ignored (distractors). The question was addressed if the neural activity evoked by
targets is merely a correlate of the silent counting or indeed of the attention itself.

Material, Methods and Results: Three task variations of the oddball paradigm were compared (Fig. 1, left). Only
stimuli of the target colour (indicated at the beginning) had to be counted in condition T. In condition A,
summation had to be performed for all stimuli (+10 had to be added for targets and +1 for the more frequent
distractors). No silent counting was performed in condition P where the positions of the targets on the screen had
to be memorised. Thirteen persons performed each task twenty times while EEG signals were recorded with 64
active electrodes. The dynamics of the neural activity evoked by the flashing of targets and distractors were
characterised (Fig. 1, center). Support vector machines were trained on the data of each condition to discriminate
between single-trial EEG epochs aligned to the flashing of targets vs. distractors using spatio-temporal features
and tested on separate data [3]. Training and testing was performed on all possible pair-wise combinations of the
conditions (Fig. 1, right). If4training and testing condition were the same, cross-validation results are reported.
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Figure 1. Left: The stimuli were the same in the three task variations T, A and P of the oddball paradigm. Squares of different colours
flashed for 500 ms each, interleaved by 500 ms blank screen, in a 5 x 5 grid in pseudo-random order (short example).
Center: EEG responses to targets and distractors at the exemplary electrode Pz (averages over all epochs of all subjects).
Right: Classification performances of all subjects (dots) as area under the curve of the receiver-operator characteristic.

Discussion: Targets evoked a larger late positive component than distractors in all three experimental conditions
in particular at parietal and central electrodes (Fig. 1, center) — as it can be expected in the oddball paradigm [2].
Classification performance was better than chance (AUC of 0.5) for all combinations of training and testing
condition and every subject (Fig. 1, right). Discrimination based on EEG data was also possible when both
targets and distractors required silent summation (A) or when no counting was performed (P) and, therefore,
counting only targets (T) was not a necessary prerequisite to elicit the characteristic neural response. The
successful transfer of the classifiers between the experimental conditions suggests that the neural processing is
similar. Apparently, a substantial part of the neural activity evoked by targets is indeed a correlate of the attention
itself and not of the silent counting.

Significance: Background of the study is the objective to widen the range of application of BCI and to transfer
the technology to relevance detection in human-computer interaction (HCI). EEG data could be used to predict to
which items displayed on the screen a user paid special attention to. This information about the user interest
could serve as additional input to computer software. Transferring BCI to HCI is presumably most useful and
convenient for the user if the relevance information is inferred implicitly. For this reason, it is crucial for realistic
HCI application scenarios that relevant items do not have to be counted (while in most BCI applications silent
counting would be legitimate to enhance performance). We could show that counting is not necessary to detect
the stimuli of interest. While single stimuli popped up in succession here, the combination of EEG with an eye
tracker would allow to relate the neural activity to each of several items displayed in parallel on the screen [4].
Acknowledgements: The research leading to these results has received funding from the European Union Seventh
Framework Programme (FP7/2007-2013) under grant agreement n° 611570. The work of BB was additionally
funded by the Bundesministerium fiir Bildung und Forschung under contract 01GQO0850.
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Toward a Brain Interface for Tracking Attended Auditory Sources
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Introduction: Auditory-evoked noninvasive electroencephalography (EEG) based brain-computer interfaces
(BCIs) could be useful for improved hearing aids in the future. This work investigates the role of frequency and
spatial features in building an auditory based BCI specifically for the purpose of detecting the attended auditory
source in a cocktail party setting. An initial closed loop design for possible EEG-augmented hearing aids has
been tested. Two cross correlation and signal modeling based features which use EEG and speech envelope is
shown to be useful to discriminate attention in the case of two different speakers. Results indicate that, on
average, for speaker and direction (of arrival) classification, the presented approach yields %91 and %86
accuracy, respectively. Accuracy of correct classification in online setting yields %65.

Material, Methods, and Results: Two sets of experiments have been o s |
designed and conducted to test source detection feasibility in an offline = ’ ‘ 6 ! ’
setting, and to test an initial online auditory attention classification setup. By & W W
In the first set of experiments, based on findings reported in the literature A A e B |
on cortical entrainment of EEG measurements to the temporal envelope of |—_‘«\ Y | : e
speech [1], crosscorrelation between EEG and speech envelope is used to =S
extract features to classify auditory attention. Classifying sources as Figure 1: Topographic scalp map for the

s . p . classification accuracy (measured with
attended or unattended, based on their frequency or direction of arrival AUC) for EEG-based estimation of attended
were also attempted, via diotic and dichotic sound presentation paradigms gpeaker.

[2]. To localize selective attention responses, single channel classification
=)

r
-

y W |

analysis was performed using a Regularized Discriminant Analysis (RDA)
classifier. Discriminant scores from RDA were used to estimate ROC
curves and area under the ROC curve (AUC) as a measure of potential
classification accuracy. Figure 1 shows scalp topography maps of AUC for
both diotic and dichotic auditory presentations. The estimated AUC for the
RDA classifier that attempts to detect the attended speech source ranges
between 86% and 95% in diotic and dichotic cases, respectively. For the
classification of the direction of attended speech, AUC values between s 2 25 s 35 4 45 5 85 s
82% and 89% were obtained for female and male narrators, respectively. Figure 2: Online “T,;;fi;ht controlling of
In the second sets of experiments, the user was asked to amplify a target subject for attended and unattended
speech by paying attention to it. To enable this, we designed a closed loop SPeakers.

system, which adjusts the convex linear combination parameters of two speech sources presented to the user,
based on the estimated probability of each sound being desired (attended) given recent EEG evidence. These
estimated probabilities of intent to attend were calculated using class conditional distributions calibrated based
on supervised EEG data obtained in a preceding calibration session. RDA scores were used as one dimensional
EEG features, and converted to class conditional likelihoods using kernel density estimation. In the on-line
session, the convex linear combination weights of sound sources were dynamically adjusted every 10 seconds to
be proportional to the posterior probability of each source being attended. Posteriors were updated recursively
using Bayes rule. Users attempted to amplify the designated target speech with their auditory attention using
this brain interface in 20 one-minute-long trials. Figure 2 shows the average weights (over 20 trials) of attended
and unattended speech over the course of one minute, for male and female narrators. While for the female target
narrator, users were able to increase the weight of this sound source through this brain interface, for the male
target narrator, initial good task performance was followed by incorrect amplification of the nontarget female
narrator towards the end of the trials. We suspect, this was due to distraction of subject to the female voice as he
confirmed that female sound was catching his attention because of her intonation. In future experiments we take
the role intonation factor into account in order to remove attention biases of sources which might occur.

Male Target
£ 8 &5 <
¥
/

Female Target

Discussion: We investigated the feasibility of online classification of auditory attention using EEG. Initial
experimental data presents mixed, but motivating results for further research on EEG-guided sound modulation.

Significance: This is a step towards hearing aids that use EEG evidence to estimate user auditory attention.

Acknowledgements: This work is supported by NIH 2R01DC009834, NIDRR H133E140026, NSF CNS-1136027, 1IS-1149570, CNS-
1544895. For supplemental materials, please see http:/hdl.handle.net/2047/D20199232 for the CSL Collection in the Northeastern
University Digital Repository System.
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Introduction: Most of P300-based brain-computer interface (BCI) spellers primarily use matrix layouts. These
spellers are of limited application value for paralyzed patients with severe oculomotor impairments [1]. Recently,
a gaze-independent BCI speller was proposed using rapid serial visual presentation (RSVP) [2], one limitation
of which is that it is difficult to recognize targets due to the rapid presentation of characters. The fundamental
objective of this study was to increase the perceptibility of target characters by introducing motion stimuli
presented inside foveal vision, thereby fundamentally enhancing the performance of a RSVP speller.

Material, Methods and Results: We developed two event-related potential (ERP)-based BCI spellers using
RSVP with motion and non-motion stimuli, respectively. Figure 1(a) illustrates an example of the sequence of
motion RSVP (mRSVP), where all of 36 characters randomly presented for 133 ms (stimulus onset asynchrony)
and moved into one of the six directions (2, 4, 6, 8, 10, and 12 o’clock). We evaluated the effect of the two
different stimulation conditions on ERPs and its performance with seven able-bodied subjects. Figure 1(b)
depicts grand-average ERPs for two representative channels (CPz and PO7) and topographical maps for
standard RSVP (sRSVP) and mRSVP across all subjects. Both stimulation methods show typical P300
responses for targets, but their averaged maximum peak amplitudes are higher and latencies are shorter for
mMRSVP than sSRSVP (latency: 56268 ms for SRSVP vs. 482134 ms for mRSVP; peak amplitude: 4.382.0
WV for SRSVP vs. 5.0+2.8 vV for mRSVP). The P300 could be affected by stimulus evaluation and response
production. The mean classification performances of SRSVP and mRSVP spellers were 84.1+10.5% and 90.5
+7.1% (chance level: 2.77 %), respectively.

End of seq. o
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Figure 1.  (a) Motion RSVP paradigm. (b) Grand average ERPs for targets (magenta) and non-targets (gray) at CPz and PO7(upper
panel), respectively, and topographical ERP maps in the two selected time intervals (lower panel).

Discussion: The mRSVP method showed not only stronger ERP responses but also shorter latency than the
sRSVP, from which it can be thought that motion stimuli could be more easily recognized than static ones from
the neurophysiological point of view. In this study, moving directions of visual stimuli were randomly
designated for mRSVP. We will design and test another mRSVP method in which a motion direction is pre-
defined and fixed during visual stimulation.

Significance: Our results revealed that the performance of a conventional RSVP speller can be improved by
combining dynamic motion to the conventional stimulation method, demonstrating the feasibility of the mRSVP
stimulation method.

Acknowledgements: This work was supported by ICT R&D program of MSIP/IITP. [R0126-15-1107,
Development of Intelligent Pattern Recognition Softwares for Ambulatory Brain-Computer Interface].
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Introduction: Brain computer interfaces (BCI) provide means of communication for people with severe speech
and motor disabilities. Visual paradigms are broadly employed for noninvasive EEG-based BCls due to their
high classification accuracies. However, they cannot be utilized for users with visual impairments. Auditory
presentation techniques can be adopted as a viable alternative for this population [1-3]. We aim to develop a
multisensory ERP-based BCI for binary selection to communicate in the intensive care unit (ICU). While
designing a paradigm that is intuitive and comfortable for the user is important, physical constraints of the ICU
setting must also be considered. Furthermore, we aim to design a paradigm that is applicable with both auditory
and tactile stimulation. For the auditory stimulation based realization, we primarily focus on using words as the
stimulus, since their meanings are intuitive and we expect them to be less irritating than tones, based on literature
on auditory BCls [1]. We report results for several pilot studies that makes the system suitable for binary
communication in the ICU.

Method: EEG signals were acquired using a g.USBamp amplifier. PCA was used for dimensionality reduction,
regularized quadratic discriminant analysis (RDA) was employed for feature extraction and a MAP classifier
was implemented for classification. We tested the following paradigms using words and tones, each with 100
sequences that contain 16 trials distributed according to:
a) Random: Each sequence contains 10 distractors (D) (e.g., Wait), 3 Yes (Y) and 3 No (N) stimuli randomly
shuffled. An inter-symbol interval (1SI) of 300ms is used for words and 150ms for tones.
b) Deterministic with fixed 1S1: Each sequence consists of [ DY DN DY D N...]Jwith an ISl as in (a).
c) Deterministic with random ISI: Each sequence is constructed as in (b) with random ISI chosen in the
interval [300,450]ms for words and [150,250]ms for tones.
d)Simultaneous with fixed I1SI: Two sequences play simultaneously, a Yes sequence [YYY..] into the right
ear, and a No sequence [NNN...] into the left ear, with an ISl as in (a).
e) Simultaneous with random ISI: Simultaneous sequences as in (d) with random ISl as in (c).

Results: The results for the different paradigms are [BMSeicll Stimul AUC
summarized in Table 1. AUCs are calculated for 10- @ QE)M“)'(E)(LD&)R )D ) {g:;g: 8:;2}
fold cross validation. The ERPs corresponding to the | Random [¥ (R,M), N (L,F1), 9 Ds (LR,F2) [0.64, 0.70]
target, non-target, and distractor stimuli in paradigm Y (2kHz,R), N(1kHz,L), D(440Hz,LR) | [0.75,0.77]
(a) row-2 are shown in Fig. 1. (b) Y(R), N(L), D(LR) [0.63, 0.67]
_ _ ) _ Det. fixed 151 LY(RM). N(LF1), D(LR F2) [0.76, 0.79]
Discussion: The best results were achieved with the Y(2kHz,R), N(1kHz,L), D(440Hz,LR)| [0.63, 0.65]
random paradigm. Playing each stimuli from a Y(R). N(L), D(LR) [0.75, 0.76]
specific side (right ear for yes and left for no), helps | rgcgd 15t L RM), N(L.FL). DILR F2) e, L
the user focus on the target, ignoring the non-target © 7 |Y(2kHz,R), N(1kHz,L), D(440Hz LR) 0.72
and distractors. Using different voices has the same (d) Y(R,M), N(L,F1) [0.55, 0.58]
effect. Observingbtrlm EIf?Ps fr?r this paradcijgm, we can Siml-sflixed Y(2kHz,R), N(IkHz,L) 060
see more separability for the target and non-target
stimuli. We also notice that the ERPs for the yes and | (¢ A, MY 059
no stimuli are different. Hence, our approach for ['M:rand.1SI|Y(2kHzR), N(1kHzL) s

online classification will use a joint classifier that Table 1. Offline c_Iassificatiorj results in terms of area-under ROC

fuses a yes classifier (trained only with yes stimuli) curve (AUC) for different subjects. R/ L are right/left ears, M/F1/F2
. . . . . are male/femalel/female2 voices.

and a no classifier (trained only with no stimuli).

“Yes® stinuli

Significance: This pilot analysis provides guidance
for the development of binary communication BCls e
for use in the ICU. A promising paradigm for auditory : . S
(and tactile) stimulation that satisfies ICU constraints e

and considers user experience is identified.
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Fig. 1. Averaged EEG signals at Cz for the random paradigm with
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Introduction: Predictors of BCI performance would be valuable to estimate the likelihood of successful BCI
operation. Even more so, if specific predictors could be identified dependent on the input signal for BCI. To date,
studies on predictors of P300-BCIl performance are sparse. In a sample of severely motor impaired patients
(N=11) and another of healthy subjects (N=40) the N2 amplitude during an auditory oddball was highly
correlated with later P300 BCI performance of a web browsing task and a visual and auditory P300-BCI spelling
task [1,2]. In a sample of healthy participants, a relationship between heart rate variability and BCI performance
(visual P300 BCI) was found [3]. Motivation was positively and empathy negatively linked to performance [4,5].

Material, Methods and Results: To further elucidate potential predictors of visual and auditory BCI performance
we investigated a sample of 40 healthy BCI novices (21 male, mean age 25.8, SD 8.46 years). Participants’ task
was to spell 3 times the words “BRAIN POWER” with a visual and an auditory P300 5 x 5 spelling matrix.
Visual matrix was standard. In the auditory mode numbers coding rows and columns were presented by a male
voice. First the numbers of the rows (1 — 5) and then the numbers of the columns (6 — 10) were presented for
selection. On a separate day, participants were presented with a battery of performance, personality, and clinical
tests. EEG was recorded with Ag/AgCl electrodes in a 128-channel cap (Easycap GmbH), 67 channels (of these 4
electrooculography) were used during the P300 BCI, sampled at 500 Hz with a band-pass from 0.05 to 200 Hz.
Statistical analysis: First, in every subgroup of tests a variable selection procedure was performed by correlating
the correct response rate of spelling and all independent test variables. Predictors were selected according to the
following rule: Variable X gets selected if (l.) it correlates significantly with the CRR and (l1.) it is not inter-

correlated with other tests of the sub-group.

Average visual and auditory P300 BCI accuracies were M = 94.5% (SD 14.9) and M= 64,3% (SD 37.4),
respectively. In the visual P300-BCI the ability to learn (non-verbal learning test = NVLT; performance) was
positively and emotional stability (B5PO, personality) negatively correlated with performance, but not significant
after Bonferroni correction. Logistic regression of the two variables on visual P300 BCI performance explained
about 24% of the variance (R?2 = .24; F,3, = 5.74; p < .05). Emotional stability was also negatively correlated
with auditory P300-BClI performance, but again not significant after Bonferroni correction. Logistic regression

explained 8% of the variance, but was not significant.

Figure 1. Correlation between “sum of the differences of
correct minus incorrect YES answers (NVLT=learning) and
the visual P300 BCI performance after excluding of two
outlier values.

Discussion: Results of only one performance (learning)
and one personality (emotional stability) test predicted
visual, but not auditory P300-BCI performance. Albeit
the P300 is elicited by external stimulation and it is
argued that not much learning is involved in controlling
a BCI based on event-related potentials, it has been
shown that training can improve P300-BCl
performance [6]. The contribution of emotional stability
was low (results not shown) in the visual and not
significant in the auditory P300-BClI.

Significance: Psychological factors as measured with
performance, personality, and clinical test seem to play
a minor but significant role in P300-BCI performance.

visual P300 BCI performance (normalized values)
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Introduction: Brain-computer interface (BCI) research and development increasingly involves potential end
users as study participants. For BCls with habilitative or rehabilitative purposes, end users are typically people
with severe disabilities. Many of these individuals experience communication difficulties as a result of their
physical, sensory (e.g. hearing or vision), cognitive, and/or language impairments, presenting challenges to BCI
researchers when obtaining informed consent, giving instructions, requesting and receiving user feedback, and
involving people with disabilities in user-centered design and participatory action research. Simple, proven
techniques from the field of augmentative and alternative communication (AAC) will help researchers to
communicate effectively with these individuals. Pairing these techniques with International Classification of
Functioning, Disability & Health (ICF) [1] codes and qualifiers for performance restrictions will present
guidelines for more effective communication strategies that could be used for obtaining consent.

Strategies for Communicating with People with Disabilities: People with communication impairments have a
diverse range of needs and abilities. They may use AAC strategies ranging from unaided (e.g. eye blinks,
gestures, natural speech) to high-tech (e.g. speech-generating devices) [2]. Researchers must understand how
these methods are used and plan interactions accordingly. Table 1 presents strategies for communicating with
people with various types of impairments, described using ICF codes. These strategies have been used
successfully with a total of 18 individuals with disabilities for obtaining informed consent [3-6], participant
screening [3], providing task instructions [4], qualitative interviews [5], and soliciting user feedback [6].

ICF code(s) Communication strategies
b3: Voice and speech |e Learn the participant’s yes/no responses. Ask him to “show me your yes” and “show me your no”.
functions and/or o Ask questions with clear yes/no answers. “Did you prefer setting A or setting B?” is not a yes/no question.
b7: Movement- e Use partner-assisted scanning [2] for multiple-choice questions. Present options one at a time, preferably using
related functions multimodal input (see below), and wait for a signal to indicate the participant’s selection.
b1: Mental functions |e Use spaced retrieval and/or errorless learning [2] in experimental tasks.
(cognition) o Provide verbal and/or written cues.
b2: Sensory functions | e Use multimodal input [2], e.g. both written and spoken words, when sharing information or asking questions.
b167: Mental o Use multimodal input (see above). Writing down key words is often helpful.

functions of language |e Keep instructions and questions simple, and rephrase them if necessary.

o If open-ended questions are difficult, offer response choices.

Any of the above o Schedule study visits to allow adequate time for communication.

o If longer responses or additional information are required, provide questions in written form and allow time
before or after study sessions for the participant to compose responses.

o When possible, have two researchers present during each study visit. One can focus on system setup, software
operation, etc., while the other focuses exclusively on communicating with the participant.

o Ask what behavior the participant expects from you as a communication partner.

o Ensure that communication aids, glasses, hearing aids, or other sensory aids are available when applicable.

o Establish a signal participants can use to indicate when they need a break to rest or receive medical care.

Table 1. Suggested strategies for communicating with individuals with physical, cognitive, sensory, and language impairments.

Discussion: Communication strategies should be chosen based on an individual’s specific needs and abilities,
using functional descriptions and severity qualifiers consistent with the ICF [1]. Family members or care
providers can suggest other methods for optimizing communication.

Significance: Simple AAC techniques support effective interactions between BCI researchers and people with
communication impairments who have relatively spared cognition, aiding in the inclusion of potential end users
in research tasks, such as giving informed consent, providing user feedback, and decision making.

Acknowledgements: Supported by NIH grant #R01DC009834 and NIDILLR grant #H133E140026.
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Introduction: Brain-computer interfaces (BCls) are often based on the control of sensorimotor processes, yet
sensorimotor processes are impaired in patients suffering from amyotrophic lateral sclerosis (ALS) [1].
Previously, we devised a novel paradigm that targets higher-level cognitive processes to transmit information
from the user to the BCI [2]. The current work describes a refined version of this paradigm. We instructed five
ALS patients (table 1) and eleven healthy subjects (6 female, mean age 28 years + 7.5) to either activate self-
referential memories by thinking of a positive memory, or to focus on a mental subtraction task, while recording
a high- density electroencephalogram (EEG). We argue that both memories [3] and mental calculations [4] are
likely to modulate activity in the default mode network (DMN) without involving sensorimotor pathways.

Table 1. ALS Patient Data

Patient P1 P2 P3 | P4 P5
Age 75 | 54 | NA | 51| 59
Sex M M M F F : -
ALS-FRS-R' 42 48 33 12 0 ) Nt ! —————
MRevised ALS Functional Rating Scale [5] Figure 1. Topography of sources that represent the precuneus

Material, Methods and Results: Subjects performed four experimental blocks in a single session. Each block
consisted of ten trials in which they were asked to continuously subtract a small number from a large number,
and ten trials in which there were asked to think of a positive memory. The command appeared in the center of
the screen and was simultaneously read out by a text-to-speech engine. For the subtraction trials, both the large
number and the small number were randomly chosen. Each trial began with 5.5+0.50 seconds rest and ended
after 35 seconds. ALS patients were only asked to perform two blocks. We restricted our offline analysis to the
a-range of the spectrum, as this band is associated with self-referential processing [5]. We removed EMG
confounds by employing independent component analysis. By using the topography in figure 1, we aimed a
linearly constrained minimum variance beamforming algorithm [6] at the precuneus region, the hub of the DMN.
The a-bandpower of the beamformed signal was then used in a leave-one-trial-out cross-validated support vector
machine with a linear kernel to estimate the accuracy in discriminating the activity-patterns. Table 2 shows the
classification accuracies for ALS patients and healthy subjects.
Table 2. Classification Accuracies for Patients and Healthy Subjects.

P1 P2 P3 P4 PS5 S1 S2 S3 S4 S5 S6 S7 S8 S9 S10 S11

97% | 60% | 90% | 43% | 77% | 100% | 75% | 100% | 40% | 85% | 35% | 85% | 85% | 80% | 65% | 50%

Discussion and Significance: The current study aimed to show that healthy subjects and ALS patients in various
stages of the disease are able to use a cognitive paradigm for BCI control. Using a linear classifier, we were able
to successfully distinguish a self-referential from a non-self-referential condition, with an average decoding of
73%, separately for both healthy subjects and ALS patients. A one-tailed Wilcoxon signed-rank test rejected the
null-hypothesis of a median classification accuracy on chance-level (50%) at p = 0.0015 for the combined
subject groups. The presented work could serve as a novel tool which allows for simple, reliable communication
with patients in late stages of ALS.
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Introduction: P300-based BCls typically utilize gel-based “wet” electrodes for EEG recording that require a
substantial amount of time and expertise to set up. Although dry electrodes are much faster and easier to apply,
reduced signal-to-noise ratios impede their widespread use. Without a stabilizing gel layer to keep the electrodes
in good electrical contact with the skin, dry electrodes may be more susceptible to motion artifacts. We present a
performance comparison between wet and dry electrodes for the P300 speller in participants with ALS, and
investigate two artifact detection techniques to measure the difference in possible motion artifacts between the
systems.

Material, Methods and Results: Eight participants with communication disabilities (ALS=7, PLS=1) completed
this study. Each participant completed two P300 speller sessions; one using a passive wet electrode system and
one using the g.Sahara dry electrode system. The average spelling accuracy was 87.9% using wet electrodes and
42.8% using dry electrodes, and the differences in accuracy were statistically significant (p < 0.01). Power
spectral density estimates revealed an increase in low-frequency noise for dry EEG recordings, which suggest
that transient voltages, such a motion artifacts, may be negatively impacting dry system performance. To measure
artifact noise, two techniques were used to detect large transient voltages in EEG recordings during the periods
between characters (no stimulus flashing, eliminating the possibility of inadvertently detecting P300s). The first
technique used an autoregressive model. Given that transient artifacts are non-stationary phenomena, the model
detected a large error (exceeding a given threshold) when an artifact may have occurred. The mean number of
artifacts detected for a set of thresholds were averaged across the eight participants and the results are displayed
in Figure 1a. The second technique used wavelet analysis. Peaks in the wavelet approximation coefficients above
a certain threshold were measured as artifacts. The results were averaged across participants and are shown in
Figure 1b. The results in Figure 1 show that for thresholds above 30uV, both techniques detect a larger number
of possible artifacts in the dry electrode recordings when compared to the wet electrode recordings.

(a) ) (b)

o
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N
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Threshold Threshold
Figure 1.  Two techniques were used to detect possible artifacts during interstimulus durations: (a) autoregressive
modeling and (b) wavelet analysis. The results in both plots were averaged across eight participants with
communication disabilties. Each plot displays the number of possible artifacts detected (y-axis) for a threshold
(x-axis) in the dry electrode recordings (circles) and the wet electrode recordings (triangles)

Discussion: Two transient artifact detection techniques (i.e., autoregressive modeling and wavelet analysis)
revealed an increased number of possible motion artifacts for the dry system when compared to the wet system.
This indicates that decreased dry system BCI performance may be the result of artifacts incorrectly classified as
target signals.

Significance: Dry electrodes would reduce set-up time and complexity for the P300 speller. However, dry
systems often realize lower classification accuracies than conventional wet systems and the differences in
performance are statistically significant. The results from this artifact detection study indicate that transient
removal techniques may be needed to improve dry system performance.

Acknowledgements: Funding was provided by the National Institute of Deafness and Other Communication
Disorders (Grant R33 DC010470-03) and the Duke University WISeNet Program (Grant DGE-1068871)
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Introduction: A brain-computer interface for communication that uses speech-related signal as input could
drastically improve efficiency and potentially be more intuitive for users [1]. Previously, we have demonstrated
patterns of activity within speech motor cortex that represent phoneme production [2]. However, phonology
suggests that the basic units of production may be articulatory gestures, such as the tongue closure at the back of
the teeth to produce the /t/ phoneme [3]. We therefore investigated speech motor cortex to determine
representation of articulatory gestures using electrocorticography (ECoG). Moreover, cortical representation of
phonemes varies significantly if the phonemes are at the beginning or the end of a word [4], which poses
challenges in speech decoding. If representation of articulatory gestures is independent of context within a word,
it would be easier to decode them from speech motor cortex for use in a brain-computer interface. We therefore
also analyzed the context-independence of gesture representation, comparing gestures at the beginning of a word
to gestures at the end of a word.

Methods: Five subjects undergoing high-density ECoG monitoring during tumor resection participated in our
study. Subjects read words aloud at a rate of 1 every 2 seconds. We estimated articulatory gesture onset times by
using acoustic-articulatory inversion [5], using microphone-recorded audio synchronized to ECoG recordings
(BCI2000). High gamma band activity (70-200 Hz) was z-scored relative to each electrode. We investigated one
electrode at a time, decoding the contextual position for any gesture that exhibited some degree of high gamma
representation on that electrode. We decoded the position of each gesture in the word (start vs. end of the word)
using short time windows (-100 ms to +50 ms) around gesture onset to isolate signal directly related to
production. We used linear discriminant analysis to classify the instance of each gesture as either at the
beginning or at the end of a word. Cross-validation (90% train, 10% test) was randomized and repeated 100
times. The 95% confidence intervals of resulting decoding accuracy values were calculated. This same process
was repeated using randomly shuffled labels to calculate chance performance. Decoding accuracy relative to
chance performance revealed whether context could be decoded using gesture information. These results were
compared to previous phoneme context decoding during word production [4].

Results: Average high gamma activity for each gesture for each relevant electrode demonstrated a consistent,
robust increase in activity irrespective of gesture context in a word. These results differ from phoneme decoding,
which reveal substantial differences in high gamma activity related to contextual position in a word. Further,
decoding of contextual position of gestures was not significantly different from chance performance using
shuffled labels (p < 0.05). In contrast, the context of phonemes in a word could be accurately decoded from the
high gamma activity (p < 0.05).

Discussion and Significance: These results provide evidence that the signals associated with articulatory gestures
are more context-independent than those associated with phonemes. Further, these results indicate that
articulatory gestures may be the more fundamental building blocks of speech motor cortex activity, largely due
to the context-independence across those gestures for which we could determine a relevant electrode with
representative information. Accordingly, future speech brain-computer interface devices using ECoG from motor
cortex may perform better if they decode articulatory gestures instead of phonemes, as gestures have a more
consistent cortical signature. These findings have significant implications outside of brain-computer interface
research, as they advance our understanding of how speech is generated from motor cortex activity.

Acknowledgements: We thank our subjects for volunteering for this study and Robert Flint for help with data
collection.
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Introduction: To be available for a wide range of end-users a brain-computer interface (BCI) should be flexible
and adaptable to end-users’ cognitive strengths and weaknesses. People’s cognitive abilities change according to
the disease they are affected by, and people suffering from the same disease could have different cognitive
capacities. We aimed at investigating how the amyotrophic lateral sclerosis (ALS) disease, and two different
cognitive attentional aspects [1] influenced the usage of a P3-based BCI.

Material, Methods and Results: Thirteen participants with ALS diagnosis and 13 healthy participants, matched
for age and years of education, participated in the study. Both groups performed a P3-based BCI task (P3-speller
[2]) and were screened for attention substrates by means of a rapid serial visual presentation task (RSVP; [3]).
Aims of the statistical analysis are listed in the following. i) First, to investigate ALS influence on BCI usage, by
comparing the two groups in terms of BCI performance (ITR scores), amplitude and latency of N2 and P3 ERPs.
Furthermore we calculated the influence on ITR scores, of the coefficient of determination R-square estimated
within N2 wave interval (N2-Rsquare) and within P3 wave interval (P3-Rsquare). We assumed that the two
variables mostly reflected the contribution of N2 wave and of P3 wave respectively, on performance in BCI
control. ii) The second aim was to investigate whether attentive subprocesses measured with the RSVP (T1%=
index of participants’ temporal attentional filtering capacity; T2%-=index of the capacity to adequately update the
attentive filter) were predictors of the BCI control (ITR). iii) Third aim was to compare the two groups in terms
of T1% and T2%.

Results showed that i) ALS had an influence on BCI usage: participants with ALS had lower ITR scores (p<.05)
and longer P3 latency (p<.05) in comparison to healthy participants; no differences between the two groups were
found in N2 and P3 wave amplitudes and in N2 wave latency; in participants with ALS, N2-Rsquare -but not P3-
Rsquare- was significantly predictive of ITR scores with a Beta of 0.59 (p<.05). ii) T1% -but not T2%- was a
predictor of ITR scores (p<.05) and P3 wave amplitude (p<.05) and iii) T1% was compromised in participants
with ALS (p=.01).

Discussion: Results showed that ALS affected the capacity to accomplish the P3-speller task (ITR scores) and
the latency of the P3 wave. We speculate that the disease affects attention modulation, when perception (reflected
by N2 wave) was complete, by delaying the storing of the target in working memory and the context update
processing stage (reflected by P3 wave latency). ALS also influenced another temporal aspect of selective
attention i.e. the capacity to temporally filter a target stimulus within a stream of stimuli (T1%), which was
related to BCI control (T1% correlate with ITR). Moreover N2-Rsquare significantly predicted BCI
performance: we therefore identify the temporal aspects of attentional processing as a limitation for successful
interaction between people with ALS and BCI. Conversely N2 modulation (which was not influenced by the
disease) could be further exploited for classification, thus improving BCI control.

Significance: Our data partly clarify cognitive features influencing P3-based BCI control in people with ALS.
The temporal aspect of the stimulus processing is a crucial point to be taken into account when developing BCI
devices which should be specifically designed considering the cognitive characteristics of end-users.

Acknowledgements: The work was supported in part by the Italian Agency for Research on ALS-ARIiSLA project
“Brindisys”.
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Introduction: Brain-computer interfaces based on intracortical recordings (iBCl) have allowed people with
tetraplegia to reliably control a computer cursor on a screen and perform actions with a robotic limb [1, 2]. Long-
term goals of this technology include the detection of a user's intention to control the interface, allowing
automatic switching between volitional neural control of assistive technologies and idle time. Idle state detection
has been examined in EEG-based BCI [3] and in intracortical BCI with monkeys [4, 5]. Here, we report the
ability to distinguish motor cortical activity in task-related blocks from idle inter-task periods in an individual
with tetraplegia using an iBCI.

Methods: The participant in this study (T9) was a 52-year-old man in the BrainGate2 trial with amyotrophic
lateral sclerosis. During research sessions, neural signals were recorded from two 96-channel microelectrode
arrays (Blackrock Microsystems, Salt Lake City, UT) implanted into his motor cortex. Multi-unit spike rates
were extracted (20ms bins) for each channel during centered-out-and-back radial-8 task blocks and during inter-
task periods from five sessions in April and May of 2015. Classification performances were computed using
linear discriminant analysis with a 10 fold cross-validation. First, on dataset 1 (first 10min of the session), we
determined the optimal neural history (T) using the cost function CF below, constrained to a false positive (FP)
rate of less than 1%. We then applied the value T on a second dataset and evaluate the positive predictive value
(PPV) and negative predictive value (NPV).

TP(T)

CF(T) = max ———2o—,
(1) = max o p e+ 1

with FP(T) < 1%

Results: Optimal neural history (T) ranged between 2.86 (session E) and 3.90 (session B) seconds (meantstd:
3.30+0.38 seconds). Across all 5 sessions incorporated into this study, linear classification could distinguish idle
intertask from cursor control/task periods with a positive predictive value (PPV) and a negative predictive value
(NPV) above 98.5%.

Conclusion: In an individual with tetraplegia, idle state could be distinguished from a user’s active engagement
with high accuracy. Implementing this neural switch online could allow a user to turn the system on and off
based on their neural activity only, without the assistance of a caregiver or expert technician. This would also
remove undesirable cursor movements on the screen during user’s idle periods, providing greater independence
and utility for people with severe motor disabilities using iBCI communication.

Significance: We demonstrated that a few seconds of multi-unit spike rates activity could be used to distinguish
idle from control periods during intracortical recording in a participant with tetraplegia.

Acknowledgements: The authors would like to thank participant T9 and his family, Beth Travers, and David
Rosler, for their contributions to this research. Support provided by Office of Research and Development,
Rehabilitation R&D Service, Department of Veterans Affairs (B6453R, A67791, P1155R, N9228C), NICHD
(RO1HDO077220, R01DC014034), NIDCD (R01DC009899), and MGH-Deane Institute.
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Introduction: The P3Speller, first proposed by Farwell and Donchin [1], relies on the P300 brain response. The
P300 is well-studied in various application domains and recording standards are available [2]. These standards
are not followed by most brain-computer interface (BCI) systems, mainly for reasons of speed. One
recommended technique is blink artifact rejection. Of available techniques, we focus on FORCe [3], a recent
artifact rejection methods designed for BCI that works on 1 s electro-encephalogram (EEG) segments.

Material, Methods and Results: This study uses recorded data from [4], [5], where participants used a BCI on
three separate days to produce three sentences per day, with one extra training file on day one. Data is from the
first 33 participants to complete the protocol. There were 10 participants with amyotrophic lateral sclerosis, 9
age- and gender-matched neurotypical controls, 4 with neuromuscular dystrophy, and 7 additional controls.

We used 1 s EEG segments starting from 100 ms pre-stimulus to capture the 0-800 ms window used in our online
studies. Each EEG datafile was segmented, passed through FORCe, and decimated by a factor of 13 prior to
least-squares classification. The results were compared to an identical processing chain without FORCe or any
other artifact rejection. Separate classifiers were trained and tested on their own processing chains.

Of the 297 sentences analyzed, using FORCe decreased BCI accuracy in 204 sentences, had no effect in 48, and
increased accuracy in only 45. Assuming a binomial distribution, the 95% confidence bounds on FORCe
producing strictly lower BCI accuracy are 0.63 to 0.74. However, a small subgroup of participants did not
follow the overall trend, including one participant whose FORCe accuracies were all greater than or equal to
those without FORCe (probability by chance estimated at 1 in 1000).

Discussion: For some participants, the grand average waveforms show no large structural changes aside from an
overall decrease in amplitude (figures on poster). However, for the participant whose accuracy was most reduced
by FORCe, blink artifact appears to have overlapped the P300 Event-Related Potential complex, and thus been
used for online BCI operation. This participant appeared to withhold blinking until target flashes, and tended to
blink after targets. In contrast, the participant who was helped most by FORCe seemed to blink immediately
after all stimuli, rather than showing target/non-target differences. The overall downward trend is more difficult
to interpret — not all participants showed obvious blinking trends or changes in morphology. Notably, the finding
of blink rejection reducing accuracy are not in accord with [6], possibly due to differences in the methods used.

Significance: The results indicate that blinking patterns may be used unconsciously by participants to boost P3
Speller performance. In some cases this fact may be obvious under inspection, leading to an enjoinder for all
BCI researchers to inspect P3 waveforms rather than rely on algorithmically-set weights. Further, BCI labs
working with P3 spellers are encouraged to revisit their blink detection algorithms, or begin using them if not
doing so already. While BCI accuracy may be reduced by these algorithms, failure to use blink rejection may
lead to false conclusions about the performance of the BCI.

Acknowledgements: This work uses data collected under NIH Grant #R21HD054697 and NIDRR Grant
#H133G090005. The views presented here are those of the authors, not the funding agencies.
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Introduction: Amyotrophic lateral sclerosis (ALS) is a progressive degeneration of upper and lower motor
neurons, and the frontal cortex, with limb and/or bulbar muscular weakness [1]. Disease progressions can lead to
a state of near-total paralysis including akinetic mutism, but with intact cognition and sensation, known as
locked-in syndrome (LIS) [2]. Without voluntary control of the speech and motor system, individuals with ALS
may lose all forms of interpersonal communication. In these cases, augmentative and alternative communication
(AAC) devices can be used via a range of access methods including direct selection and eye gaze (among others)
for an individual to make communication interface selections. However, there are no current clinical AAC device
access methods available for individuals who do not possess overt voluntary control of limb, or eye movements
[3]. The aim of this investigation is to develop a hybrid brain computer interface (BCI) method for individuals
with advanced ALS to access a commercially available clinical AAC device [e.g., 4], utilizing the contingent
negative variation (CNV). The CNV is a negative deflecting event-related potential that has been previously
shown to precede the onset of overt and covert motor movements, beginning as early as 1.5 seconds prior to a
movement cue [5].

Material/Methods: One individual with ALS (additional recruitment underway), and 4 healthy participants, used
the BCI to select communication icons on an AAC device. Selection was made through performance of covert
movements (e.g., imagine ‘making a fist’), performed via kinesthetic (first person) motor imagery. Icon
selections were made from a Tobii-Dynavox C-15 speech generating AAC device. A preprogrammed Tobii-
Dynavox page display was used, and communication icons were displayed via the row-column scan setting, with
visual highlighting and spoken word feedback of each icon sequentially every 2.5 seconds. The participants were
given a randomized target to select on the device for each set of trials. Online data signals were recorded via 62-
channel electroencephalography (EEG) at a sampling rate of 512 Hz (g.HIAmp, g.tec). The EEG signal was
bandpass filtered from 0.5 to 8 Hz to obtain the frequency range containing the CNV. An online linear
discriminant analysis decoder was used to generate a binary decision (select icon versus don’t select icon) based
on the presence or absence of the CNV. EEG data was decoded based on the average amplitude from -0.2sto 0's
relative to the onset of the auditory highlighting presentation. An offline data collection of 80 covert imagery
trials using the participant’s dominant hand, were preformed to train the BCI online decoder. Following training,
another 80 covert trials were performed in which participants selected icons on the Tobii AAC device. Percent
accuracy was calculated as the number of trials/total trials, in which the BCI correctly identified the participant’s
selection. For both the training and decoding portions, a structured break was given after 20 trials to reduce
fatigue; however, the participant could request a break at any time.

Results: Preliminary results for healthy participants indicate that the neural decoder was able to predict covert
limb movements during AAC BCI tasks with 68.14% accuracy (healthy), and 62.62% for the individual with
ALS (data collection ongoing).

Discussion: BCls may be used as an access modality by individuals with advanced paralysis to make selections
on an AAC device via row-column scanning. Performance is expected to increase in both populations with
additional AAC-BCI exposure as participants learn to control the device.

Significance: Brain computer interfaces are set to revolutionize the field of communication by offering a new

access method for people with advanced paralysis to communicate. BCls access may allow an individual with

advanced paralysis to continue to use their current AAC device, even if worsening paralysis has rendered their
current method inefficient or ineffective.
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Introduction: Brain computer interfaces (BCI) can be used to replace, improve, restore, enhance and study brain
functions. One of the main topics in the replacement field is communication. The target population for this kind
of BCI is commonly referred to as locked-in syndrome (LIS) patients [1]. According to BCl-researchers this
population encompasses all patients with severe communication impairment due to severe paralysis regardless of
the etiology. Medical professionals, on the other hand, define LIS as lesions in the ventral pons, and not by the
level of functioning [2, 3]. This results in an underestimation of the number of people that benefit from the same
kind of care and therefore poses an impediment for stakeholders such as developers of communication BCls,
caregivers and policy makers. These stakeholders stand to benefit from a more inclusive definition of the patient
population for care, information and assistive technology development.

In the current study we argue that the target population for communication BCIs can therefore be best
described and quantified using the more inclusive definition that includes all patients that function on the level of
LIS (fLIS), disregarding etiology. Quantification of LIS has been done before, but these studies used the more
constrained definition or only a subset of the population [4, 5].

Method: In the Netherlands all people are obliged to have a general practitioner (GP). Within 1 year we sent out
2 letters to all, 8865 GPs, covering the Dutch population (16.829.289; Statistics Netherlands, 2014) and asked
them to report any patients with severe paralysis and communication problems. The GPs who responded
affirmative where subsequently approached by telephone and asked to complete a questionnaire consisting of 22
items on the level of functioning of the patient, the cause of paralysis and the type of care and assistive
technology used. After completion of the questionnaires two independent raters labelled the patients with LIS,
incomplete LIS (iLIS) or not LIS according to the criteria stated in Snoeys et.al. [5]. In addition, as a result of
recruitment efforts and media publicity for the Utrecht Neural Prosthesis project (UNP) another subset of patients
was brought to our attention, not among the patients reported by the GPs. These patients were also given the
questionnaire.

Results: 51 GPs were contacted by telephone and asked to fill out the questionnaire. 41 GPs cooperated. After
screening by the two raters this resulted in 19 LIS, 7 iLIS and 16 neither LIS nor iLIS. Of the 53 patients brought
to our attention through other channels 16 were rated with LIS or iLIS, leading to 42 patients in total confirmed.
Extrapolation of the 26 patients, found among the GPs that replied to one of the two letters (22.3%), to the whole
population results in a number of 117 patients in the Netherlands. The number of patients with fLIS living in the
Netherlands can thus be estimated between 42 and 117, which gives a prevalence in the Netherlands between
0,00025% and 0,0007%. Furthermore, the questionnaire showed that the cause of fLIS is very diverse, for
example, cardiovascular accidents account for 26% and amyotrophic lateral sclerosis 33%.

Discussion: The current research shows that there is a significant population in the Netherlands that functions on
the level of LIS. However many of them are not labelled locked-in. This leaves a big number of people outside
the scope of researchers and assistive technology developers. We hope that classifying people on the basis of
level of functioning will prevent this in the future.

Significance: This research has quantified the target population for communication BCI in the Netherlands. Also
it poses a new way of classifying people with paralysis.

References:

[1] Birbaumer N, Murguialday AR, Cohen L. Brain-computer interface in paralysis. In Current Opinion in Neurology, 21(6): 634-8, 2008
[2] Meienberg J, Mumenthaler M, Karbowski K. Quadriparesis and nuclear oculomotor palsy with total bilateral ptosis mimicking coma: a
mesencephalic 'locked-in syndrome"? In Archives of Neurology. 36(11): 708-10, 1979

[3] Balami_JS, Chen RL, Buchan AM. Stroke syndromes and clinical management. In QJM. 106(7): 607-15, 2013

[4] Kohnen RF, Lavrijsen JC, Bor JH, Koopmans RT. The prevalence and characteristics of patients with classic locked-in syndrome in
Dutch nursing homes.In Journal of Neurology. 260(6): 1527-34, 2013

[5] Snoeys L, Vanhoof G, Manders E. Living with locked-in syndrome: an explorative study on health care situation, communication and
quality of life. In Disability and Rehabilitation. 35(9):713-8, 2012

Published by Verlag der TU Graz, Graz University of Technology, sponsored by g.tec medical engineering GmbH 51



Proceedings of the 6th International Brain-Computer Interface Meeting, organized by the BCI Society DOLI: 10.3217/978-3-85125-467-9-52

Home use of an electroencephalographic-based BCI by
people with amyotrophic lateral sclerosis (ALS): use of

Impedance to judge system readiness.
A. TM Vaughan*?*, B. DJ McFarland*?, C. JS Carp!, D. SM Heckman?', E. LM McCane'?,
F. Debra M. Zeitlin3, G. JR Wolpaw?!23

INCAN/DTM, Wadsworth Ctr. NYSDOH, 2Stratton VA Med. Ctr., Albany, NY; 3Helen Hayes Hospital, W.
Haverstraw, NY.

*PO Box 22002, Albany, NY 12201-2002. E-mail: theresa.vaughan@health.ny.gov

Introduction: We are studying long-term independent home use of a P300-based BCI by people with
amyotrophic lateral sclerosis (ALS) ([1] and Heckman et al., this meeting). Successful electroencephalographic-
based BCI use requires reliable EEG recording. At home, the quality of the EEG depends on environmental
conditions and a trained System Operator (SO) (e.g., the primary caregiver) who must place an eight-channel
electrode cap on the home user before starting the BCI system and ensure that it functions properly. Thus,
reliable BCIl home use requires a robust easy-to-use BCI system and a properly trained SO. The goal of this study
is assess the effectiveness of a tool that provides SOs with information about impedance prior to system startup.
And the reliability of impedance as a predictor of BCI performance of an EEG-based BCI as well as

Material, Methods and Results: Set up for the Wadsworth BClI Home System begins with the SO logging onto
diagnostic software (DS). The DS guides cap selection and placement, and provides the SO with information
about hardware connections, cap use, impedance, and signal quality. After placing the electrode cap and before
starting the system, the SO is shown color-coded impedance values on a dynamic display of the electrodes on the
head: red (attention required, >40 KQ), yellow (<40 KQ, acceptable) and green (<20 KQ, excellent). When the
SO views any yellow-green combination, s/he inspects the filtered analog signal (HP=.5Hz, LP= 30Hz) for
artifacts. Obvious artifacts are corrected with routine procedures (e.g., noticeable 60 Hz requires attention to the
ground). Intractable artifacts may reflect a problem with a cap, for example, and result in a support call to the
Wadsworth. Once the DS routine is complete, the SO may start the system. We looked at 1325 10-selection
copy-spelling records recorded over 17 months from fifteen male home users with ALS who needed assistance
with written and/or spoken communication (Ave age=58.3+11.6; Ave ALSFRS=17.4+12.3));. Ninety-two
percent of the 10599 impedance measures were in the yellow-green range (<40KQ), x=22(SD 75). An ANOVA
demonstrated that impedance values of under 40 KQ remained a source of significant variance in BCI
performance, and that some of that information was subject specific.

Discussion: SOs used the DS guidelines most of the time, indicating such tools can assist in regulating signal
quality in the home setting. Further analysis of these data recorded in the home may reveal easier and more
significant ways to impart information about the EEG. Understanding the relationship between impedance, signal
quality and successful BCI use will assist investigators and developers in evaluating their methods, and,
ultimately benefit the home users.

Significance: Quality control of the EEG in the home can be supported by the use of simple diagnostic tools.
However, impedance alone may not be sufficient as an indicator of data quality. Additional and concurrent
information may be necessary to ensure greater EEG-based BCI reliability.
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Introduction: Patients with disorders of consciousness (DOC) maintain a circadian sleep-wake cycle, but suffer
from severe awareness deficits, ranging from complete unawareness (vegetative state/ unresponsive wakefulness
syndrome patients) to minimal awareness (minimally conscious state patients). By definition, these patients are
unable to communicate. A third group of patients (emerged from the minimally conscious state) could
functionally communicate or use objects, but suffer from severe mental and physical disabilities. At present,
diagnosis is mainly based on behavioral assessment. Impaired cognition, sensory deficiencies, aphasia, sleep, and
awareness fluctuations, are some of the possible causes of misdiagnosis [1]. Misdiagnosis could mean that a
patient is mistakenly considered unconscious and incapable of communication. Patients may thus be ignored by
friends, family and medical staff who might otherwise interact with them about issues including environmental
preferences (as temperature, music, and bed position), or important life decisions. Here, we aim to detect
objective signs of consciousness in DOC patients, measured by auditory (AUD) and vibrotactile (with two
stimulators, VT2) P300 responses, and to establish binary communication by employing the VT P300 with 3
stimulators (VT3). These paradigms have been proven successful in a group of locked-in patients who are
completely conscious, but behaviourally unable to demonstrate consciousness [2].

Material, Methods and Results: 11 patients (4 unresponsive patients, 5 minimally conscious patients, and 2
patients emerged from the minimally conscious state, all diagnosed through profound clinical evaluation) were
evaluated with the mindBEAGLE (Guger Technologies OG, Graz, Austria). Patients were assessed with the
AUD P300 and the VT2 P300. Whenever a significant difference between the target and non-target responses
was found, the VT3 P300 was tested, intending to establish communication (as described in [3]).

A P300 (AUD or VT2) to target stimuli was observed in 3 patients (one unresponsive and two minimally
conscious). More importantly, a patient in the minimally conscious state attained a median accuracy of 70% in
the VT3 paradigm (Fig. 1). We are currently advancing the efforts to establish communication.

Figure 1: The P300 in the left and right hemisphere (left and middle images) to VT stimulation with 3 stimulators. The green and blue
lines reflect activity elicited by target and nontarget stimuli, while green shaded areas show significant differences. Classification
accuracy (right image) reaches 100% after about 18 stimulation sequences with 8 single trials each.

Discussion: The presented work potentially reduces misdiagnosis of DOC patients, improving their treatment and
prognosis. Ultimately, it could empower patients to communicate. A limitation of our approach is that the
absence of a response does not directly imply the absence of awareness, as the assessment depends on the
patient’s level of participation, and thus multiple sessions for assessment and communication are often required.

Significance: This is the only plug-and-play BCI developed for DOC patients, a patient group that might benefit
considerably from the capabilities it offers.
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Introduction: Amyotrophic lateral sclerosis (ALS) is a progressive neurodegenerative disease that causes
eventual death through respiratory failure unless mechanical ventilation is provided. Brain—computer interfaces
(BCIs) may provide brain control support for communication and motor function. Based on preliminary results of
a small-scale questionnaire survey [1], we performed a large-scale questionnaire survey to investigate the
interests and expectations of patients with ALS concerning BCls supported by the Japan Amyotrophic Lateral
Sclerosis Association.

Material, Methods and Results: We conducted an anonymous questionnaire survey of 1918 patients with ALS
regarding their present status, tracheostomy use, interest in BCIs, and their level of expectation for
communication (conversation, emergency alarm, Internet, and writing letters) and movement support (postural
change, controlling the bed, controlling household appliances, robotic arms, and wheel chairs).

Seven hundred eighty participants responded. Fifty-eight percent of the participants underwent tracheostomy.
Approximately 80% of the patients felt stress or having trouble during communication. For all nine supports,
more than 60% participants expressed expectations regarding BCls. More than 98% of participants who
underwent tracheostomy expected support with conversation and emergency alarms. Participants who did not
undergo tracheostomy exhibited significantly greater expectations than participants with tracheostomy did
regarding all five movement supports. Seventy-seven percent of participants were interested in BCls. Participants
aged <60 years had greater interest in both BCls.

Discussion: Communication and emergency alarms should be supported by BCls initially. BCls should provide
wide-ranging and high-performance support that can easily be used by severely disabled elderly patients with
ALS.

Significance: This is the first large-scale survey to reveal the present status of patients with ALS and probe their
interests and expectations regarding BClIs.
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by KAKENHI from the JSPS (26282165), and by a Health Labor Sciences Research Grant (23100101) from the
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Introduction: There is evidence to suggest that surgically-implanted intracranial BCls might be more efficient
than scalp-based BCls, especially for severely disabled patients. However, before moving into invasive
implantation of BCIs, the important question must be addressed — localization of the areas for implantation,
which might vary dependent on the BCIs type used as well as on individual person’s characteristics. In our
previous study [1], we concluded that specific approaches must be developed to identify and extract the data of
interest from intracranial brain signal recordings in order to achieve desired BCI performance. Among several
suggested approaches, the most promising has been proposed the use of magnetoencephalography (MEG).
Therefore, the aim of our current study was to evaluate possibility for non-invasive navigation of subdural
electrode implantation with MEG needed for high accuracy performance of P300 speller.

Material, Methods: The study was performed in a right-handed female patient (17 yo) with intractable epilepsy,
undergoing evaluation for epilepsy surgery. We used MEG source localization to navigate the choice of
electrodes for using invasive P300 speller.

1.1. Non-invasive localization of P300 generators with MEG. During this test, visual evoked fields were
recorded in response to the letter (O and X) stimuli presented in an “odd-ball” paradigm manner, with 76% of
NON-TARGET (letter “O”) and 24% of TARGET stimuli (letter “X”). Altogether, 76 of frequent and 24 of
deviant stimuli were presented. The patient was instructed to count all infrequent stimuli. The source of P300
speller was localized by using equivalent current dipole (ECD) in right central and occipital as well as left
frontal and central areas (Fig. 1).

1.2. Merging information from subdural electrode location and MEG results. After the patient was implanted
with subdural electrodes, the 3-D-rendered map of cortical patient’s surface was created with co-registered and
overlaid on it subdural electrodes. The localized P300 ECDs were overlaid with the 3-D-rendered cortical and
grid map. Eight electrodes in a close proximity with localized P300 sources were selected for P300 speller
protocol (Fig. 1).

Results: The accuracy of intracranial P300
speller was compared for 8 electrodes
identified with MEG after creating a classifier
with 10 letter phrases. The accuracy of P300
speller for MEG-identified sites was 80%.

Figure 1.  3D-rendered cortical surface of patient’s
brain with overlaid subdural grids, P300
dipoles localized with MEG. Locations of 8

] /// ] ] electrodes selected by using MEG for
Left hemisphere Right hemisphere intracranial P300 speller are presented in

P300 dipole P300 dipoles cyan circles.

Discussion: Our preliminary data suggest that neural sources underlying performance of P300 speller can be
successfully and non-invasively identified with MEG. Therefore, MEG has a strong potential to serve as a non-
invasive tool for navigating electrode implantation of P300 speller-based BCI in patients, who are in need for
communication via intracranial P300 speller. Further studies are recommended to explore this approach.

Significance: These results can contribute to clinical application of P300 speller for disabled patients, e.g.,
those with late stages of amyotrophic lateral sclerosis (ALS) or locked-in syndrome.
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Introduction: Non-verbal communication is an extremely important aspect of our life, sometimes estimated to
comprise of 65% to 93% of all communication, and the majority of our feelings and intentions are expressed
with the help of non-verbal communication [1]. Nevertheless, this aspect of communication is often overlooked
by the brain-computer interface community. Non-verbal communication involves sending and receiving signals
with the help of body language, gestures, postures, proximity, haptic and facial expressions. Our over-arching
goal is creating a new quality of non-verbal communication between disable and able subjects. Specifically,
dance can be considered a form of non-verbal communication, as it plays an important role in sharing strong
feelings of togetherness between humans. Previous research showed that observation of dance results in strong
activation of motor brain areas, and, importantly, observation of live dance produces significantly stronger motor
activity than observation of dance on video [2]. We report about our work in progress research, aimed at
exploring the potential of multimodal feedback based on both haptics and live dancers in facilitating BCI
performance.

Material and Methods & Results: We have developed a platform that combines several elements: motor imagery
BCI (using the OpenVibe platform (Renard et al., 2010) and a gTec (Austria) gUSBamp amplifier), multiple
programmable wearable units of haptic feedback, and visual feedback in the form of live dance. This architecture
enables systematic exploration of motor imagery BCI enhanced with both haptic feedback and live visual dance
feedback (specifically comparing four conditions; Fig. 1), in order to test whether multimodal haptic-dance
feedback can enhance BCI learning curve and accuracy in paralyzed patient.

=3

s L || p— Eloaaof
) I NN

R

a b c d

Fig 1: Our technical and conceptual frame work allows systematic exploration of several conditions: a) BCI with no feedback, b) BCI with
visual feedback only (while transmitting haptic feedback to dancer), c) BCI with tactile feedback only, and d) BCI with both tactile and
visual feedback (with haptic feedback to dancer).

We have performed an exploratory pilot study in which one spinal cord injury (SCI) subject performed four
practice sessions with binary (left hand vs right hand) motor imagery BCI and two sessions with the full
apparatus!. The dancer responded to left/ right classes with movement of corresponding limbs to simulate
synchronised dance. Each session included 40 triggers of left or right hand imagery, with an equal number from
each class, in pseudo random order. Electroencephalography (EEG) was recorded from electrodes placed in
10-20 location C3, Cz, and C4, with reference on the earlobe. The subject has some residual capacity to move
both arms, but he was asked to imagine grasping actions, which he cannot perform. The subject achieved beyond
chance BCI accuracy: 67%, 63%, 76% and 78% classification in the training sessions, and 74%, 79%
classification in the two pilot sessions. Both subjects, BCI performer and dancer, were interviewed using semi
structures interview. The interview was transcribed and the results were analyzed in order to design the detailed
experiment.

Discussion: The pilot study validated the operation of our technical platform, and established that a meaningful
communication took place between the BCI performer and the dancer. The results are encouraging in terms of
the reported motivation of the subject as well as the feasibility in carrying out the study under highly ecological
conditions. This now allows us moving into the next step: studying whether multimodal feedback, including real
human dancers and tactile feedback, can increase BCI learning curve and performance in disabled patients.
Significance: We present the feasibility of our technical and conceptual framework, which includes BCI,
multimodal feedback, and dance, in a highly ecological setup.

Acknowledgement. The study was partially supported by Kelim Centre for Choreographic work, Israel.
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Introduction: The P300 speller is a common brain computer interface system that can provide a means of
communication for “locked-in” patients, such as those with amyotrophic lateral sclerosis (ALS) [1]. While this
system was initially developed almost 30 years ago, it is not widely used in part because typing speed and
accuracy are below those desired by the ALS population [2]. Recent studies have shown that performance using
the system can be improved by utilizing knowledge of natural language to improve signal classification [3]. The
preliminary results have been promising, but they have largely been tested on healthy volunteers in a laboratory
setting. The goal of this study was to demonstrate the functionality of the P300 speller system with language
models when used by ALS patients in their homes.

Material, Methods and Results: Electroencephalogram (EEG) data was recorded using g.tec amplifiers, active
EEG electrodes, and an electrode cap (Guger Technologies, Graz, Austria). The BCI2000 application [4] was
used to run the P300 speller experiments with famous faces stimuli [5] and language model integration using a
previously published particle filtering algorithm [6]. The hardware was loaded onto a cart, which was then
transported to patients’ homes so they could use it in their home environment.

Two ALS patients participated in this study. The first is on a ventilator and uses and eye tracking system for
communication, while the second maintains some speaking ability. To form a baseline for comparison, three
healthy subjects also participated, using the system in a hospital setting. All subjects consented to participate and
the study was approved by the UCLA institutional review board. For each subject, the study consisted of three
five-minute calibration phases where the subject would copy a given phrase without feedback. A testing phase
followed during which the subjects were instructed to type anything that they chose with the results being
displayed in real time. Results were evaluated using selection rate, accuracy, and information transfer rate (ITR).

Both ALS subjects were able to type using the system with 100% accuracy. The first subject typed nine
characters in 58.4 seconds for a selection rate of 9.24 characters/minute and an ITR of 47.8 bits/minute. The
second subject typed 15 characters in 77.4 seconds, for a selection rate of 11.6 characters/minute and an ITR of
60.1 bits/minute. The three healthy subjects also typed with 100% accuracy, with an average selection rate of
11.7 characters/minute and and average ITR of 60.4 bits/minute.

Discussion: Both subjects performed well above the average previously reported using the particle filtering
algorithm (37.3 bits/minute), which is likely due to the inclusion of the famous faces stimuli. The second subject
had comparable performance to the healthy volunteers, while the first was somewhat lower. This drop could have
been due to the fact that his head was supported by a cushion, which could have affected the connection of
occipital EEG electrodes. Future work will involve further testing in ALS subjects to determine if there is a
consistent pattern between disease progression and P300 performance.

Significance: The results of this study indicate that the improvements in performance using language models in
the P300 speller translate into the ALS population, which could help to make it a viable assistive device.

Acknowledgements: This work was supported by the National Institute of Biomedical Imaging and
Bioengineering Award Number K23EB014326 and the UCLA Scholars in Translational Medicine Program.

References

[1] Farwell L, Donchin E. Talking off the top of your head: towarrd a mental prosthesis utilizing event-related brain potentials.
Electroencephalogr Clin Neurophysiol, 70: 510-512, 1988.

[2] Huggins JE, Wren PA, Gruis KL. What would brain-computer interface users want? Opinions and priorities of potential users with
amyotrophic lateral sclerosis. Amyotroph Lateral Scler, 12: 318-324, 2011.

[3] Speier W, Arnold C, Lu J, Taira RK, Pouratian N. Natural language processing with dynamic classification improve P300 speller
accuracy and bit rate. J Neural Eng, 9: 016004.

[4] Schalk G, McFarland D, Hinterberger T, Birbaumer N, Wolpaw J. BCI2000: A General-Purpose Brain-Computer Interface (BCI)
System. IEEE Trans Biomed Eng, 51:1034-1043, 2004.

[5] Kaufmann T, Schulz SM, Grunzinger C, Kubler A. Flashing characters with famous faces improves ERP-based brain-computer interface
performance. J Neural Eng, 8(5): 056016, 2011.

[6] Speier W, Arnold C, Deshpande A, Knall J, Pouratian N. Incorporating advanced language models into the P300 speller using particle
filtering. J Neural Eng, 12(4): 046018, 2015.

Published by Verlag der TU Graz, Graz University of Technology, sponsored by g.tec medical engineering GmbH 57



Proceedings of the 6th International Brain-Computer Interface Meeting, organized by the BCI Society DOI: 10.3217/978-3-85125-467-9-58

P300 Latency Jitter More Likely for People with ALS
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Introduction: Although brain-computer interfaces (BCls) have been useful for people with amyotrophic lateral
sclerosis (ALS), they do not reliably interpret the brain signals of everyone with ALS [1,2]. The reasons for
these difficulties remain unknown. P300 BCI [3] configuration is based on the average amplitude, latency, and
shape of the subject’s P300. Current BCI classifiers assume that the P300 response occurs exactly at the average
latency used in the configuration. However, even under tightly controlled conditions, within-subject variations in
latency (latency jitter) still occur [4]. We found that BCI accuracy is highly correlated (r =.744, p <.0001) with
latency jitter and that large latency jitter interfere with BCI accuracy [5]. Further, Arico, et al. [6] found
decreased BCI performance and increased latency jitter when BCI subjects used covert attention instead of overt
attention to operate a Geospell BCI. Thus, understanding for which subjects latency jitter occurs is important.

Material, Methods and Results: Data is from 22 subjects (10 with ALS and 12 age-matched controls). Each
subject typed 9 sentences (3 sentences on each of 3 days) [2]. Latency jitter was estimated with our classifier
based latency estimation (CBLE) method [5]. Latency jitter differed between sentences and the aforementioned
correlation between accuracy and latency jitter holds for all subjects (Fig. 1, left). Sentences were divided into
bins by amount of latency jitter and sentence accuracies in each bin were averaged separately for the ALS and
age-matched groups. Average accuracy declines with increased latency jitter without relation to ALS (Fig. 1,
middle). However, sentences with the highest latency jitter were more common for the ALS group (Fig. 1, right).
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Fig. 1: Relationship between latency jitter and BCI accuracy for individual sentences with regression lines by subject (left), average
accuracy by latency jitter bins (middle), and distribution of latency jitter for subjects with ALS and age-matched controls (right).

Discussion: Our ALS group showed higher incidence of latency jitter than age-matched controls despite a
relatively minor level of physical impairment. This raises the concern that with increased impairment, the need
to use covert attention for BCI operation would further increase the amount of latency jitter and could make a
BCI unusable. While the cause for increased latency jitter in the ALS group is not yet known, it is known that
latency jitter is greater with impaired attention [4], which is the most common cognitive symptom of ALS [7].

Significance: The high occurrence of latency jitter among people with ALS and its detrimental effect on BCI
performance make development of P300 detection methods that are robust to latency jitter a top priority.

Acknowledgements: This study was carried out with support from NIH Grant #R21HD054697 and NIDRR Grant
#H133G090005. The views presented here are those of the authors, not of the funding agencies.
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Spelling with cursor movements modified by implicit user response
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Introduction: Typically, BCI systems are controlled via invoking asynchronous commands or by strategically
attending to task-specific stimuli. We explore an approach defined by implicit control [1] which uses error-related
responses [2,3] and targets the user's innate task-relevant processing.

Materials, Methods and Results: The cursor was the BCI’s primary task element as it navigated through a 7x7 grid,
moving in one of eight potential directions (cardinal or diagonal neighbor) every step until reaching a corner. Each
corner of the grid was assigned a subset of the alphabet, pruned after each corner hit. The probability distribution of
the next cursor movement was modified by the user’s response with a Bayesian update rule. Thus the cursor
movement was both the primary task and the probe stimulus.
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Fig. 1: Grand average plot of voltage for the 8 angular groups. Based Fig. 2: Grand average plot of voltage for 5 expectation groups. Reflects
on cursor movement’s angular deviance from target corner direction.  distance from hyperplane distinguishing classes, with 1.5 lying between.

Participants were instructed to evaluate each cursor movement as "good" or "bad", with respect to reaching the letter
they wanted to select. For classification, movements were grouped by angular deviance from the direct path to the
target corner (0° deviance “good”; > 135° “bad”.) A regularized LDA classifier was trained on an average of 250 of
these trials (from 900) of training data per subject, using BCILAB’s windowed mean’s paradigm (150-700ms epoch,
11 windows of 50ms periods). The participants' response patterns varied systematically relative to angular deviance
(Fig. 1). Additionally, the trained classifier was sensitive to this relationship (Fig. 2). For each subject, there was a
significant correlation (averaged R = -.3237 [+ .1003], p < 1.0e-7 for all subjects) between increasing angular
deviance and decreasing classifier output. The off-line classifier's per jump error rate for participants (n=18) was
30.88% (* 6.11%). Analysis entailed a leave one out training scheme for the “good” and “bad” trials; the resulting

model was then applied to trials within a more liberal hit class (angular deviance < 30°).

Discussion: Removing explicit stimuli and replacing them with embedded probes enables an implicit form of control
[1]: users are not actively communicating control commands, but instead, are merely evaluating the cursor
movements. Their event-related potential reflects implicit evaluation of the degree of mismatch between the
system’s activity and the user’s desired end state and presents a new form of human-computer interaction.

Significance: We present a BCI system using an implicit control signal, wherein the user’s evaluation of task
conditions informs the system. Interaction is implicit; the subject does not need to perform any discrete action to
indicate a target.  (Supported by NSF grants 11S 1219200, SMA 1041755, 11S 1528214)
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Introduction: An electroencephalography (EEG)-based brain-computer interface (BCI) that uses the P300
response usually collects data from a default set of electrodes with fixed locations. Studies have shown that P300-
based BCI performs better when used by healthy participants compared to those with impairments [1,2]. While
there are studies on electrode selection and the impact on BCI accuracy [3.,4], to our knowledge there is no
systematic analysis on electrode selection using data of populations with impairments. Custom electrode subsets
could address potential physiological difference among individuals, and thus might be particularly useful for
subjects with impairments. This study investigates the effect of a customized electrode subset on P300-BCI
accuracy, in particular for subjects with cerebral palsy (CP).

Methods: The selection method is adapted from McCann et al. [4]. In brief, the program uses a forward-search
greedy algorithm to search for an electrode subset of size 16 among all the available 32 electrodes (Fig. 1). While
there is no guarantee of a global maximum, the same study shows no statistically significant difference in
performance between subset results from an exhaustive search and one from a greedy forward search. Best
performance is defined as the highest accuracy in identifying a user's intended selections. Performance of the
subject-specific subsets is compared to the default 16-electrode subset (Fig. 1).

An offline analysis was performed on data from a four-target
selection protocol described in Huggins et al. [5]. Data was @ All Available 32 Electrodes

from 10 participants with CP (mean age of 19.2 + 6.07 years), O Default 16 Electrodes o

and 9 typically developing participants (mean age of 15.9 * R
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electrode subset (Fig. 1). Mean of improvements of the 10

subjects with CP is larger compared to the 9 typically .
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(p = 0.16). Among the 4 subjects who could not use the BCI,

training accuracies of 2 subjects improve greatly with custom Figure 1. Locations and Labels of All Available

32 electrodes, the Default 16-Electrode Set, and

. o ) .
electrode selection (12.9% and 15.0%). Of those, one subject the Most Selected 15 Electrodes

reaches above 75% accuracy using the selected custom
electrodes subset.

Conclusion and Significance: Subject-specific electrode selection improves P300-based BCI accuracy. The pilot
data demonstrates that a custom electrode subset might allow more people to effectively use the BCI, in
particular in populations with impairments.
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Introduction: Both primary hand motor cortex (M1) and dorsalateral prefrontal cortex (DLPFC) have been
proven to allow for robust BCI control using electrocorticographic (ECoG) signals [1,2]. However, to date
no BCI system engaged in long-term 24-hour-a-day use has been reported. Thus, most BCI studies have
focused on neural features that are sensitive to modulation when subjects are engaged in BCI control and
have not investigated activity patterns when subjects are not actively attending to the control task. One of
the most important aspects of a 24/7 BCI system is its ability to remain sensitive to intentionally generated
control signals without being susceptible to changes in brain activity when the user is not actively engaged
in control. In this work we test the hypothesis that by combining signals from M1 and DLPFC the BCI
signal can be made less sensitive to non-task engaged activity (i.e.: false positive (FPs)) without sacrificing
BCI performance. We are motivated by the observation that engagement in BCI using M1 leads to
increased connectivity from DLPFC to M1 [3].

Material, Methods and Results: This study used ECoG signals from 5 subjects with implanted electrodes
for clinical use. The gamma band (65-95Hz) power from bipolar electrode signals (potential difference
between nearby clinical grid electrodes, < 3cm center-to-center) was computed for at least one location
over both M1 and DLPFC for each subject. The signals were then turned into a series of gamma events by
finding instances when the z-scored power remained above a threshold for at least 10ms for M1 and 50ms
for DLPFC. Congruent events (CEs) were defined as instances in which an event in DLPFC was followed
by an event in M1 within a specific time period. CEs were tested in terms of performance during an overt
movement BCI task and number of PFs during a 3 minute rest task and compared with M1 events. The M1
event thresholds were defined on the BCI data files as the lowest threshold that resulted in at least 80%
performance. The CE interval was then chosen as the smallest interval for which 80% performance could
be achieved using any DLPFC threshold. The DLPFC threshold was chosen as the highest possible value
that still resulted in 80% performance given the chosen M1 threshold and interval. Using this strategy the
mean z-score thresholds for M1 and DLPFC were 1.48 and 0.47 respectively and the mean interval was
230ms. The difference between M1 and CEs BCI performance was then tested using a paired t-test across
parameters settings and data files. The results show that the mean BCI performance for M1 events is just
above 80%, as per design, but the CE performance is significantly higher (Figure 1A). As we hypothesized,
the number of FPs with CEs was dramatically and significantly lower (Figure 1B).

Significance: Here we present first attempts to use the cognitive network in combination with primary
motor cortex to increase the specificity of the BCI signal and thereby reduce FPs and enhance the quality of
permanent BCI solutions.
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Introduction: Much attention in the field of brain-computer interfaces (BClIs) has been devoted to decoding the
intended motor output of a neural prosthetic. However, detecting when the user actually desires to utilize the
device remains an important yet relatively understudied problem. Our lab has previously demonstrated the
differences in intracortical activity that differentiate periods of active physical reaching or holding an arm
posture vs. resting one’s arm [1]. Similarly, other studies have examined differences in cortical modulation
patterns between active task and rest periods in the context of a BCI paradigm [2]. However, these differences
have yet to be exploited for the purposes of enabling or disabling a prosthetic device. In this study, we first
examine post-hoc analyses of differences between active and resting periods in a BCI task. Utilizing these
results, we demonstrate the online implementation of a BCI idle state detection scheme for gating movements of
a cortically controlled prosthetic arm. Finally, we examine the differences in idle/active states that arise when
monitoring a physical reaching task or a similarly structured BCI task.

Material, Methods and Results: Two rhesus macaques (Macaca mulatta) were implanted with one or two 96-
channel intracortical microelectrode arrays. Threshold crossing or sorted unit firing rates from these arrays were
used to control the end-point velocity of a robotic arm (WAM Arm, Barrett Technology) to perform 1D, 2D, and
3D reaching tasks. Blocks of “rest” trials, in which the WAM arm and target presentation robot were locked in
their home position for ~30-60 seconds, were interspersed between active BCI task blocks.

To investigate the neural changes between active and idle states during BCI operation, we first calculated a
discriminability index, d’, on individual channels. These analyses showed significant active/idle distribution
differences using firing rates as well as LFP power in several discrete frequency bands (8-15 Hz, 15-24 Hz, 30-
50 Hz, 70-150 Hz). We extended these offline analyses to a population level by training an idle state classifier
using several approaches. For one model, we trained the classifier using labeled periods of arm resting and
reaching during a physical reaching task performed just prior to a BCI session. A second approach utilized the
rest blocks described above and the reach portion of BCI trials to label rest and active training samples. When
applied to test neural data from each task (hand control — HC, brain control — BC), the BC derived model
accurately classified idle and active periods with a high degree of accuracy in both HC and BC test sets. When
the HC derived model was applied, it did classify BC task and idle states at a rate much better than chance
performance, although the overlap of these distributions was much greater than was observed for the BC model.

Finally, we implemented this classification scheme in real-time during a BCI task. When an idle state was
detected, brain control of the WAM arm was suspended, and the robot was moved toward its home position.
When put into practice, we observed that the idle detector accurately permitted prosthetic movement during BCI
task periods and correctly gated movements during rest blocks. In addition, movement was also intermittently
gated when a monkey was externally distracted or when his motivation declined toward the end of a session.

Discussion: These results demonstrate the potential utility of several intracortical signal modalities in detecting
the intent of a subject to use a BCI device. Not only may classifiers built with these signals be used in real-time
to gate the movement of a prosthetic device as demonstrated in this study, they may also be used to identify
periods of inattention or low motivation that may be used to exclude data from movement decoder calibration or
other analyses. Finally, the differences observed between using HC or BC derived models suggest that these
processes likely operate in similar but non-identical neural state spaces.

Significance: We demonstrate a novel implementation of idle state detection to gate the movement of a BCI
prosthetic device in real-time. This feature would grant BCI users an additional layer of safety and autonomy
over when to enable a prosthetic device as well as the potential to serve as a state classifier for multi-tasking
between BCI and other activities sharing similar neural resources.

Acknowledgements: This study was funded in part by the NINDS Training Grant 5 F32 NS092430-02.
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Introduction: The field of Brain-Computer Interface (BCI) research [1, 2] is very interdisciplinary as it needs
knowledge and expertise from many areas: neurophysiology, anatomy, psychology, neuroscience, computer
science, biomedical engineering, electronics, software engineering, machine learning, statistics and so on.
Bringing students into the field usually involves disproportional effort, not only for the educator but also for
students themselves.

The newly founded Cybathlon [3] tournament will take place in Zirich (Switzerland) in October 2016. This is a
championship for end users with disabilities who are using advanced assistive devices. The competitions are
comprised of different disciplines which will test the ability of end users to navigate through a series of everyday
tasks while using a wearable arm prosthesis, powered knee prosthesis, powered exoskeleton, powered
wheelchair, electrically stimulated muscles of the lower extremity and brain-computer interfaces.

One of our strategies to introduce students early into BCI is to offer classes at Master Level in several study
programs. As a next step, the BCI Lab of Graz University of Technology has founded the Graz BCI Racing Team
Mirage 91.

Material, Methods and Results: During courses in our study programs Information and Computer Engineering
and Biomedical Engineering, we announced the idea of the Racing Team and asked for interested students. In
October 2014 we started with first informative meetings with interested students; we introduced the idea further,
explained the idea of the Cybathlon and were highlighting several tasks to be done in such a team: BCI
development, paradigms for training, analysis of the BCI challenge, search for potential pilots, organization of
pilot training, website, public relations, sponsoring and team outfit. In this way we were able to form a loose
group of students into the Graz BCI Racing Team, named Mirage91 (Motor Imagery Racing, Graz, established
1991, the year when in Graz BCI research started). We already participated in the Cybathlon rehearsal in July
2015 in Kloten (Switzerland), where we were able to test the environment, our BCI, and all infrastructure. This
was of special importance, since for the actual tournament in October 2016, we need to know how to organize
performance including a tetraplegic end user (see Figure 1).

Figure 1.  Left Photograph: Setup of the system by Team members. Right: Team at the Rehearsal.

Discussion: So far, our BCI Racing Team consists of PhD students, Master and Bachelor students of study
programs Information & Computer Engineering, Biomedical Engineering and Computer Science. The team was
announced officially by the University and has its own website (http://bciracing.tugraz.at/).

Significance: With this activity, we were able to attract students to make first experiences with BCI research, to
work with end users, and to meet other young scientists in an international setting.

Acknowledgements: Thanks to all actual team members: M. Holler, R. Kobler, K. Statthaler, L. Hehenberger, M.
Adamek, J. Steininger, J. Brandstetter, F. Ebner, D. Narnhofer, B. Frohner, T. Limbacher; and thanks for the
effort to our "Pilot” G.
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Introduction:

The number of Brain-Computer Interface (BCI) driven applications to control actual devices is rapidly
increasing, ranging from robotic arms to mobile platforms. However, each research group integrates BCI
systems into robot control in different ways depending on their background and their software packages. This
makes difficult to propagate open-source software, to share source code and to replicate experimental results.
Herein, we propose a common design for BCI driven applications based on the Robot Operating System (ROS)
[1], a middleware framework that in the last years became the worldwide standard de-facto in robotics.

Material, Methods and Results:

A ROS implementation is based on four fundamental elements: nodes, messages, topics and services. Nodes are
stand-alone, independent processes—namely, software modules—that perform specific computations. Inter-
nodes communication is provided by message exchange. Messages are data structures that support standard
primitives as well as custom, user-defined nested typed fields (i.e., C-like structures). Nodes communicate by
publishing and/or subscribing to a given topic. Topics can be considered as stream channels (peer-to-peer
communication based on TCP protocol). Finally, nodes can broadcast synchronous request-response transactions
via specific routines named services. Although ROS was designed for robotic applications, its infrastructure
perfectly matches the basic requirements of any BCI system. In fact, regardless of the unique characteristics of
each BCI system, they share the same information flow to implement the BCI loop: acquisition, processing,
classification, and feedback modules. In a ROS-based implementation of the BCI loop, each of the
aforementioned modules is straightforwardly implemented as a stand-alone node. Each node communicates with
the rest of the system by publishing on predefined and standardized topics. For instance, an EEG acquisition
device would publish on the /data/eeg/raw topic, and any EEG processing modules will be notified when new
EEG data are available. The same design can be replicate for other modules (e.g., for the classification modules)
as well as for additional acquisition devices. The strong competitive advantage of using ROS is the fact that the
whole communication framework is provided “out-of-the-box” and thus, researchers can concentrate efforts on
the implementation of the own custom modules—if necessary.

Discussion:

ROS shares and extends the main advantages of the most common BCI platforms (e.g., BCI2000, OpenVibe,
CIP; see [2] for an extended review). ROS is open-source software released under BSD and GPL license, it is
cross-platform, multi-language (e.g., C++, Python) and multi-architecture and it ensures highly efficiency in
terms of resources and memory. In particular, one the most important advantage of ROS is its strong modularity:
people can design and implement its own ROS package with specific functionalities and thus, distribute it
through common repositories. In a BCI framework, this means that it would be possible to easily integrate
together several user-contributed, deeply tested packages implementing different steps of the BCI loop (e.g.,
classification, artifact removal). It is paradigmatic what happened in the robotic community: the impressive
number of available packages in the ROS ecosystem (more than 3000 in less than 5 years) demonstrates that
such a distributed approach for sharing reliable code definitely works. With respect to the aforementioned BCI
platforms, the adoption of ROS infrastructure would allow integrating BCI and control of robotic devices in the
same ecosystem. Following the idea of a hybrid BCI and a shared control approach to drive external devices [3],
the BCI output signal might be directly used into algorithms for navigation or trajectory generation of prosthetic
robot arms, which are already available, tested and widely adopted in ROS.

Significance:

A standard infrastructure is becoming increasingly important to handle the proliferation of BCI driven devices in
a common way. A BCI based on ROS would match the fundamental requirements of any BCI system as well as
would provide a direct interface for most available robotic platforms. Furthermore, it would allow sharing the
same code across different groups, by increasing the reliability and the efficiency of BCI driven applications.
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Introduction: BCI-controlled wheelchairs have been the focus of innovative research over the past years [2-4].
We propose a HiLCPS design framework that focuses not only on rapid prototype design, but also on the seamless
deployment of augmentative and assistive technologies [1]. This framework has three sub-systems: (1) human
interaction through physiological signal extraction, user interface, and stimulation, (2) fusion of physiological and
non-physiological evidence for intent inference, and (3) interaction of the system with the physical environment.
Sub-systems and modules transfer information with each other via a unified communication scheme. The
framework's modular design simplifies both upgrading as well as building new extensions; furthermore, forward
compatibility has been a guiding design principle in order to support future use- >

/v N\

cases. The ultimate goal of this work is to enable developers to build systems that
environment. To demonstrate that this framework can benefit researchers, we [m’"a"’;.“""”s"m"h"""]

Human

empower locked-in users to move, communicate, and/or control their physical

built a demo that tackles the use-case of semi-autonomous wheelchair control. \ }
Materials and Methods: The HiLCPS framework is summarized in Fig 1. The £
main contribution of this design is its distributed nature. All system modules ° ""‘_"_", _____
communicate with each other through OpenDDS, an open source real-time
publisher-subscriber networking model. This gives developers the flexibility to == (perception]
add and build new features for BCIs. The inference engine is able to estimate the t
desired action (intent) using physiological information from the user, as well as g (Actuators ] (sensors ]
non-physiological evidence collected from context. The framework allows the T

incorporation of sour f information h as r nsors th n ¥
corporation of sources o ormation, such as robot sensors that can output Fig 1 HIlCPS diagram.

position, orientation, and velocity, history from the user, among others. Once a
high level option has been selected by the user through the BCI, the intelligent
robotics module converts the action into one or several physical commands to
control the physical device (semi-autonomous control). This abstraction allows
the users to define an action alphabet, leaving the lower level control to the
robotics engine. In the wheelchair application, we implemented obstacle and cliff
avoidance using a combination of LIDAR, infrared, and ultrasonic range sensors.
The BCI driving this application was based on the SSVEP paradigm, using
flickering LED arrays positioned around a tablet display. EEG acquisition was
performed at 250Hz sampling rate with EEGu, our portable in-house DAQ
running on a Beaglebone Black platform. The wheelchair system allowed 4
actions (forward, backwards, left, and right) for step-wise navigation.

Results and Discussion: Fig. 2 shows the wheelchair trajectories for 5 users B Ml
overlaid on a 3D model of the home environment. Healthy users were asked to E;grszlgmvrxh;;ﬂ;':y tg’?s%ﬁ;‘;ggsinfgr?’g
navigate from the bed to the living room area and point the wheelchair towards model (top) of the physical home
the TV to execute a realistic task. Each subject executed this test 3 times. The environment testbed (bottom). The
results are shown in Table 1. The optimum wheelchair command sequence length odometry data for the other 5 users were
for fastest successful task execution was 11 (33sec total with 3sec/action). corrupted and cannot be displayed .

Significance: We have demonstrated that the proposed HiLCPS design framework can be successfully applied to
BCl-controlled semiautonomous wheelchair navigation. Current system required instantaneous maneuver
commands from the BCI. Future work on the wheelchair includes extending the application to navigate via
waypoints to a precise destination coordinate in complex indoor environments. With the publisher/subscriber
design, it is straightforward to use HiLCPS for environment control or communication.

Acknowledgements: Supported by NSF (CNS-1136027, 11S-1149570, CNS-1544895), NIDRR (90RE5017), and NIH (R01DC009834).
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Runtime Number of decisions Training accuracy  Avg trials per decision
Run 1 (in see) Run 2 (in se¢) Run 3 (in sec)  Avg (in sec) Ruinl Run?2 Run3 - i
Ul 104.00 17500 89.00 122.67 13 22 11 0.97 I3
U2 97.00 127.00 104.00 109.33 12 16 13 091 12
U3 192.00 129.00 115.00 145.33 24 16 14 1.00 1.61
U4 216.00 120.00 222.00 186.00 27 15 28 0.79 2.1
Us 117.00 106.00 98.00 107.00 15 13 12 097 121
Us 99.00 105.00 111.00 105.00 12 13 14 1.00 1.18
u7 385.00 148.00 222.00 251.67 48 19 28 0.70 2.87
U8 141.00 108.00 114.00 121.33 18 14 14 0.87 1.39
Uy 114,00 122,00 145.00 127.00 14 15 18 0.85 1,42
u10 88.00 114.00 163.00 121.67 11 14 20 0.91 1.36

Table 1: result of wheelchair application in home environment
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Introduction: Arm and hand movements are essential for performing activities of daily living (ADL). As a result,
people with severe motor disabilities would greatly benefit from hand neuroprostheses for restoring grasping
capabilities. Non-invasive prostheses mostly rely on EEG correlates of reaching, such as anticipatory potentials
for movement initiation [1] or sensorimotor rhythms for movement execution [2]. In this work, we report EEG
correlates for two different grasping types and the feasibility of performing reliable detection in single trials.

Methods: Ten subjects (1 female, mean age 27 years) participated in the recording. At the beginning of each trial,
subjects rested their dominant (right) hand on a button on the table. Whenever they wanted (but waiting at least 2
seconds after the previous trial), they performed a movement to reach and then grasp the object placed at around
50 cm of distance. The object could be grasped in two different ways: power and precision pinch grasp. The type
of grasping was freely chosen by the subject at each trial. After grasping the object, subjects were instructed to
lift it, place it back to its original position and move back their hand to the rest position. Every 100 trials, the
object was repositioned to a different place in order to avoid any laterality confounds. Subjects were asked to
restrain eye movements or blinks during the reaching and grasping states. Approximately 400 trials per subject
were recorded (~200 per grasping type). Trials where the rest phase lasted less than 2 seconds (around 5% of the
total number) were removed from the analysis. Grasping onsets were synchronized with the EEG by means of
hardware triggers generated when the user grasped the object (see Fig 1.a).
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Figure 1.  (a) Schematic illustration of the setup. (b) Timeline of a single trial. 0 ms indicates the onset of grasp. (c) Grand
averaged EEG at channel C3 for both types of grasp, where 0 ms indicates the onset of grasping, together with a
topographic interpolation of the difference between the two conditions at -200 ms. (d) Ten-fold clasification
accuracies of power vs precision grasps across all subjects.

Results: EEG was recorded using a BioSemi system with 64 electrodes and non-casual filtered in the [1-6] Hz
following previous results with ECoG [3]. EOG activity was removed using a regression algorithm 4]. Fig. 1c
shows the grand averaged signals across subjects on channel C3 (contra-lateral motor cortex). Signals for the two
grasping types were significantly different (p<0.01, Bonferroni corrected t-tests) as early as 300 ms prior to the
grasping onset, and differences could be found up to 500 ms after grasp. The topographic representation of the
difference between the two conditions revealed a very focal activation in the contra-lateral motor cortex, as
expected by the nature of the task performed [5]. To discriminate between the two grasping types, a linear
discriminant was trained on 8 contra-lateral motor channels using the activity prior to the grasping onset ([-500,
0] ms). Grasping types were detected with an accuracy of 75.90 + 5.02% on average across subjects (Fig. 1d).

Discussion: We report for the first time the existence of EEG correlates for two different grasping types.
Importantly, reported results are in line with similar works using semi-invasive signals [3], yet with slightly lower
accuracies. Further experiments will confirm the decoding of these correlates on closed-loop scenarios.

Significance: Decoding of grasping types in single-trials using EEG is possible, which could lead to a new generation
of neuroprostheses capable of executing different high-level commands based on the user needs.

Acknowledgements: This work has been supported by the NCCR Robotics and the Marie Curie EPFL Fellows.
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Introduction: Differences in the electroencephalographic (EEG) recordings between the execution of goal-
directed and nongoal-directed movements have been recently shown in [1]. Such differences can be of interest
for brain-computer interfaces (BCIs) control, when combined with information on the kinematic level (e.g.
velocity decoding), since this combination mirrors the hierarchic way one plans a movement. In this study, we
show that the time-domain differences between these movements are discriminable in a single-trial classification.

Material, Methods and Results: Ten healthy, right-handed subjects participated in the experiment. Subjects were
presented a small red ball on the monitor (Goal) or a red screen (No-Goal). After 2 seconds and only when the
stimuli color changed from red to purple, subjects were instructed to reach-and-touch the ball (Goal Movement)
or to decide on their own where to touch (No-Goal Movement). 72 trials per condition were recorded. EEG
signals were recorded using 60 passive electrodes and sampled at 512 Hz.

Independent component analysis (ICA) was performed for artefact removal: components representing eye
movements and muscle activity were rejected. To extract relevant low-frequency time-domain features, data were
down sampled to 16 Hz, common average referenced and band-pass filtered from 0.3 to 3 Hz with a zero-phase
4™ order Butterworth filter. Classification was done using a random forest binary classifier; accuracies were
calculated for each time-point and validated using 10x5-fold cross-validation. To score significantly above the
chance level, 64.7% had to be reached (p=0.01, Bonferroni corrected for multiple tests over the trial length). Fig.
1 shows the time-course of the classification accuracies when discriminating Goal Movement and No-Goal
Movement. Accuracies rise above the chance level after both first and second cues. After the GO cue (second
cue), the average accuracy peaks immediately after movement onset with 67%. Here, 4 out of 10 subjects show
accuracies above 80%, and all subjects are above the chance level. Also interestingly, 3 of the subjects show high
accuracies even 2 seconds after movement onset.
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Figure 1.  Classification accuracies when discriminating Goal and No-Goal Movements, time-locked at movement onset
(t=0s). The first 2 vertical lines correspond to the average time-points when the 1% and the 2™ cue appeared, in
respect to movement onset. The thick black line corresponds to the grand-average accuracy.

Discussion: Our results show that there are differences between goal-directed and nongoal-directed movements
when time-locking at movement onset. Namely, the motor-related cortical potentials — after the second cue- show
different amplitudes between conditions. These differences are discriminable in a single-trial classification.
Future work will be to investigate whether similar results are obtained with neuroprostheses end-users and
movement imagination (MI). If so, this information could be useful to establish activation thresholds, or even by
instructing the subjects to imagine the kinesthetic MI associated with a target. We hypothesize that this
instruction, combined with movement decoding at the kinematic level, could additionally improve classification
accuracies.

Significance: The results contribute to the goal of our research: a naturally-controlled BCI neuroprostheses.
Furthermore, we encourage the BCl community to explore the neural correlates behind goal-directed movements
and how recent neurophysiological findings in action planning (e.g. [2]) can be of practical interest for BCls.
Acknowledgements: This work is supported by the EU ICT Programme Project H2020-643955, “MoreGrasp”
and the ERC Consolidator Grant “Feel Your Reach”.
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Introduction: We present a study of a stimulus-driven tactile BCI, in which somatosensory stimuli are given to
the full body of the user in order to evoke P300 responses. Six spatial tactile stimuli are applied to various body
locations of the user’s entire back. The classified BCI results are employed for an intuitive robot control. The
robotic control is designed for paralyzed users who are in bedridden conditions. We define this approach as full
body BCI (fbBCI) and we investigate how it could be applied for people in need soon.

Material, Methods and Results: The foBCI is one of the P300-based stimulus driven paradigms [1], which
identify intentional responses to spatial somatosensory patterns. The presented approach is developed in mind
for clinical conditions and for locked-in syndrome (LIS) bedridden users, although at the current stage we test it
only with healthy participants. For this reason, we develop a tactile stimulus generator applying vibration
patterns to a full body of the user’s back [1]. Tactile transducers DAYTON TT25-16 are embedded within a
mattress in order to generate somatosensory evoked potentials (SEP) with intentional P300 responses to attended
stimulus patterns applied to six distinct areas of user’s back and limbs (namely the both arms and legs; waist and
shoulder areas). NAO humanoid robot is also tested as a practical application of the fbBCI usability of direct
brain-robot control. Six robot movements preprogrammed in the robot are mapped to the fbBCI commands (e.g.
walk straight, back, left, or right; sit down; and say goodbye). The direct brain-robot control application is
depicted in Figure 1.
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Figure 1. The fbBCI user lying on a mattress  Figure 2. Grand mean averaged ERP results of all ten subjects for target
with tactile transducers embedded. NAO robot (purple lines) and non-target (blue lines) stimuli. Electrodes C3, Cz and C4 are
depicted seating is controlled using the fbBCI. One  depicted with very clear P300 responses, together with standard error intervals,
of the tactile transducers used in experiments is in latencies of 200 ~ 600 ms. Eye blinks have been rejected with an absolute
depicted in the lower left panel. threshold of 80 uV.

In the fbBCI online experiments, the EEG signals were captured with a bio-signal amplifier system g.USBamp
(g.tec Medical Instruments, Graz, Austria) and processed using in house extended BCI2000 environment. The
P300 responses were classified using a stepwise linear discriminant analysis (SWLDA) method. Active EEG
g.LADYbird electrodes were attached to eight locations of Cz, Pz, P3, P4, C3, C4, CP5 and CP6, as in 10/10
international system. The EEG sampling rate was set to 512 Hz. The high- and low-pass filters were set at 0.1 Hz
and 60 Hz respectively. A notch filter to remove power line interference was set for a rejection band of
48~52 Hz. The vibration frequency of the tactile transducers was set to 40 Hz. Ten healthy subjects (five males
and five females; mean age of 21.9 years with standard deviation of 1.45) took part in the experiments approved
by the Ethical Committee of the Faculty of Engineering, Information and Systems at the University of Tsukuba,
Tsukuba, Japan. Grand mean averaged ERPs from the online experiments have been depicted in Figure 2.
SWLDA classification accuracies in the fbBCI experiments resulted with 53.67% on average.

Discussion and Significance: In the presented project, which shall be considered as a relatively novel approach,
we could successfully apply a full body tactile BCI to realized the concept of direct brain-robot control
application [2]. The presented fbBCI results are a step forward in development of a clinical application and the
assistive robotic control for bedridden patients.

Acknowledgments: We would like to thank Dr. Andrzej Cichocki and Peter Jurica for support and rental of the
NAO robot from RIKEN Brain Science Institute, Wako-shi, Japan.
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Introduction: Brain-computer interfaces (BCIs) can be used to control neuroprostheses of spinal cord injured
(SCI) persons. A neuroprosthesis can restore different movement functions (e.g., hand open/close,
supination/pronation etc.), and requires a BCI with a sufficiently high number of classes. However, sensorimotor
rhythm-based BCls can often only provide less than 3 classes, and new types of BCIs need to be developed.
Since a couple of years, a new EEG feature has evolved: low-frequency time-domain signals. For example
movement trajectories [1] and movement directions [2] were decoded using this feature. In the present study, we
investigated whether low-frequency time-domain signals can also be used to classify several (executed)
hand/arm movements of the same limb. A BCI relying on the imagination of such movements may be used to
control a neuroprosthesis more naturally and provide a higher number of classes.

Material, Methods and Results: We recorded the electroencephalogram (EEG) using 61 channels and movement
data from 15 healthy subjects using g.USBamps (g.tec, Austria) and ArmeoSpring (Hocoma, Switzerland). The
subjects sat in a chair with the arm supported by the ArmeoSpring. We instructed subjects to execute hand
open/close, supination/pronation, and elbow extension/flexion movements according to cues presented on a
computer screen, i.e., 6 movement types/classes. In total, 360 trials (60 trials per class) were recorded. We
removed independent components contaminated with artifacts and down-sampled data to 16 Hz. Subsequently,
we referenced to a common average reference and applied a 0.3 — 3 Hz 4" order zero-phase Butterworth band-
pass filter to extract the low-frequency signals. Finally, we time-locked the data to the movement onset and
classified the EEG with a shrinkage regularized linear discriminant analysis. To avoid overfitting we applied a
10x10-fold cross-validation. Fig. 1 shows the classification accuracies of all subjects and the average. The
average classification accuracy peaked at 0.0625s after the movement onset with a classification accuracy of
37%. Classification accuracies were significant a