Computers & Industrial Engineering 188 (2024) 109859

journal homepage: www.elsevier.com/locate/caie

Contents lists available at ScienceDirect

Computers & Industrial Engineering

Computers &
Industrial
Engincering

Check for

Physiological workload assessment for highly flexible fine-motory assembly [t

tasks using machine learning

Markus Brillinger »“*, Samuel Manfredi ?, Dominik Leder?, Martin Bloder ¢, Markus Jager®,
Konrad Diwold #, Amer Kajmakovic?, Michael Haslgriibler °, Rudolf Pichler ¢, Martin Brunner ¢,

Stefan Mehr ¢, Viktorijo Malisa

2 Pro2Future GmbH, Inffeldgasse 25F, 8010 Graz, Austria
b pro2Future GmbH, Altenberger Strasse 69, 4040 Linz, Austria

¢ Institute of Production Engineering, Graz University of Technology, Inffeldgasse 25F, 8010 Graz, Austria

d Antemo GmbH, Gewerbepark 6, 8755 St. Peter ob Judenburg, Austria
¢ sanSirro GmbH, Stangersdorf-Gewerbegebiet 110, 8403 Lebring, Austria
fAUVA, Wienerbergstrafle 11, 1100 Wien, Austria

ARTICLE INFO ABSTRACT

Keywords:

Assembly of small-volume products
Commercially available wearable low-cost
sensor

Random forest and K-Nearest-Neighbours
Workload assessment

In assembly of small-volume products, tasks are still frequently executed manually. However, the lead times
foreseen for these tasks, often do not take into account the actual capabilities of the employees, which in
turn leads to increased workload and the associated stress among the employees. This paper investigates
how a commercially available wearable low-cost sensor and two machine learning algorithms can be applied
to measure and evaluate heart rate, heart rate variability and respiration rate to establish a relationship

with workload. The investigated algorithms, namely Random Forest and K-Nearest-Neighbours are able to
distinguish between tasks phases and rest phases as well as between easy and difficult tasks executed by the
employee, which is the main novelty of this paper.

1. Introduction

The automation of assembly tasks for high-volume products has
been part of the industrial standard for a long time and is also be-
coming increasingly important for small-volume products (Calawa &
Smith, 2017; Johansen, Rao, & Ashourpour, 2021). However, the as-
sembly of small-volume products is often not profitable, which is why
many activities are still executed manually (Kalscheuer, Eschen, &
Schiippstuhl, 2021). The lead time for these manual assembly tasks
is often based on the industrial used method of time measurement
(MTM) (Breznik, Buchmeister, & Vujica Herzog, 2023; Laring, Forsman,
Kadefors, & Ortengren, 2002). However, if the MTM lead times exceed
the individual capabilities of the employees, the increased workload
leads to stress, which manifests itself in increased sick leave, increased
accidents at work and higher error rates in assembly (Béez, Rodriguez,
Limon, & Tlapa, 2014; Kern & Refflinghaus, 2015; Saptari, Leau, &
Mohamad, 2015; Thorvald, Lindblom, & Andreasson, 2019). However,
this counteracts securing the long-term utilisability of the employee in
assembly. This paper contributes to mitigating this gap between MTM
lead time and individual human capabilities by developing a minimally
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invasive solution that can be applied during assembly tasks to avoid
stress to the employees.

2. State of the art
2.1. Assembly line optimiziation

The human factor plays a crucial role in assembly line planning
and optimisation, but there is still a gap between the state of re-
search and the industrial praxis (Boysen, Fliedner, & Scholl, 2008).
The biggest challenge is the variance in the individual capabilities
of assembly employees since their capabilities depend on a variety
of factors, such as motivation, the working environment or (mental
and physical) stress (Tempelmeier, 2003). The latter factor in partic-
ular is examined in the context of assembly processes to create more
precise assembly line models for optimisation: Studies in electronic
industries indicate that self-reported stress assessment in parallel with
heart rate variability (HRV) measurement is a physiological marker
of stress (Mahmad Khairai, Abdul Wahab, & Sutarto, 2022). In the
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automotive industry, heart rate, oxygen consumption and subjective
evaluations during screw-driving operations confirm that heavy loads,
side bending and twisting postures are very harmful to employees from
both a physiological and biomechanical perspective (Chung, Lee, &
Yeo, 2001). More complex studies for assembly tasks using biomark-
ers point out that self-reports and physiological vital parameters like
catecholamine and cortisol responses are associated selectively with
different psychological conditions: Catecholamine values are associated
with feelings of time pressure and pressure by demands, cortisol values
with irritation, tension and tiredness (Lundberg, Granqvist, Hansson,
Magnusson, & Wallin, 1989). Considering mental fatigue in assembly
line optimisation, experiments prove that the multi-objective optimisa-
tion method is particularly accurate in the area of static or relatively
slow manual handling operations in assembly (Ma, Zhang, Chablat,
Bennis, & Guillaume, 2009). Regarding employees’ rest allowance and
smoothing of the workload, Finco et al. propose a method, that allows
optimisation of the performance of the assembly process considering
not only productivity aspects but also the employee’s well-being in
assembly processes (Finco, Battini, Delorme, Persona, & Sgarbossa,
2020). Melin et al. examine how the organisation of assembly work af-
fects stress based on systolic blood pressure, heart rate and adrenaline:
Two different ways of organising assembly work are compared, a
more traditional assembly line with fixed workstations as a chain and
with short, repetitive work cycles and a new and more flexible work
organisation with small autonomous groups. The latter have greater
opportunities to influence the pace and content of their work and
have thereby been able to significantly reduce stress (Melin, Lundberg,
Soderlund, & Granqvist, 1999). From this one can conclude, that the
type of assembly task has a significant influence on the employees’
perceived psychological workload and physiological stress response.

2.2. Workload assessment

“Workload” is a hypothetical construct developed within the do-
main of human factors (HF) psychology. In it, various workload mea-
surement techniques are used to evaluate equipment or workplaces
in terms of the workload experienced by people using them. This
workload construct emerged from extensive, task-specific research on
the capacities and limitations of the human information processing
system (MacDonald, 2003). The workload is defined as an objective
measure of the demand of the work. This includes the complexity and
the amount of tasks to execute (Hagmiiller, Rank, & Kubin, 2006). To
classify the workload, two categories of methods are the standard:

The subjective assessment methods assume that a human can assess
and evaluate one’s workload (Sweller, Van Merrienboer, & Paas, 1998).
The main part of these methods is the use of a questionnaire in which
the human rate the level of workload. Commonly used assessment
techniques are the NASA-Task Load Index (NASA-TLX), Subjective
Workload Dominance Technique (SWORD) (Stanton, Salmon, Walker,
Baber, & Jenkins, 2005) and the Subjective Workload Assessment Tech-
nique (SWAT) (Rubio, Diaz, Martin, & Puente, 2004; Thorvald et al.,
2019). The NASA-TLX score is interpreted with a given workload scale:
low (0-9), medium (10-29), somewhat high (30-49), high (50-79), and
very high (80-100).

The task/performance-based assessment methods of workload are
intended to provide an objective measurement independent of indi-
vidual factors. These focus on the actual tasks and the time spent
executing these tasks. One example of this approach is the Method Time
Measurement (MTM).

2.3. Stress assessment

A general consensus on the definition of stress has not been for-
mulated since the nature of stress and its perception and therefore the
invoked human coping responses are very dependent on the individ-
ual (Alsuraykh, Wilson, Tennent, & Sharples, 2019). One definition of
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stress on which this paper is based declares stress as a non-equivalent
measure between the workload imposed on a person and the abil-
ity to cope with that workload (Alsuraykh et al., 2019). Stress in
assembly tasks comes from many different forms of workload, for
example, working while standing, working with heavy loads, working
in a kneeling position or overhead. Stress can also have different effects
on employees. Persons felt stress physiologically (e.g., acceleration
of heartbeat and breathing), emotionally (e.g., frustration, anxiety,
feelings of fatigue), and behaviourally (e.g., concentration problems,
increase in errors) (Baua, 2020). Various techniques exist to assess
workload-induced stress and its physiological responses, divided into
two major domains: subjective workload assessment and physiological
stress response measurement. For the latter one, several physiological
stress response indicators represent workload-induced stress (Sweller
et al.,, 1998). These indicators include heart activity, specifically the
heart rate and the heart rate variability, brain activity, eye activity,
skin conductance/response, bio-markers, such as cortisol, and SpO2
saturation:

2.3.1. Heart activity

Detecting the physiological stress response of the cardiovascular
system via heart rate (HR), respiration rate (RR) and heart rate vari-
ability (HRV) measured with an electrocardiogram (ECG) empower to
observe the response of the cardiovascular system to external stimuli
like workload (Solange et al., 1981). Putting employees in a situation
with a high workload, the relative changes of HR, RR and HRV indicate
the cardiovascular stress responses of humans (Goldberger, Goldberger,
& Shvilkin, 2018). The continuous development and improvement of
mobile sensors for HRV monitoring has reduced the cost of equipment
and the required application effort for these systems.

2.3.2. Brain activity

Electroencephalography (EEG) is used to measure brain activity in,
for example, human-computer interaction to measure the physiological
stress response to complete tasks (Kumar & Kumar, 2016; Kumar &
kumar, 2016). EEG findings are obtained by recording electrical volt-
age fluctuations across the skin provoked by neuronal activity within
the cortex (He, Mahfouf, & Torres-Salomao, 2018). To measure these
voltage fluctuations, neuro-headsets with multiple channels are used to
record comprehensive data that needs extensive analysis by experts to
draw conclusions (Kumar & Kumar, 2016).

2.3.3. Eye activity

To assess physiological stress response without contact and without
excessive restriction of movement, Fridman et al. use video-based data
acquisition. Cameras measure and analyse the movements of the pupil
(eye movement) and eyelid (eye blinking). The results of experimen-
tal measurements performed on air traffic controllers. Ahlstrom and
Friedman-Berg (2006) indicate, that the time spent blinking the eyes
is shorter when a high workload is applied to the subject. This paper
highlighted that the mean pupil diameter is significantly larger for
subjects under high workload (Engstrom, Markkula, Victor, & Merat,
2017; Kun et al., 2011).

2.3.4. Skin conductivity

Galvanic Skin Response (GSR), also known as Electrodermal Activ-
ity (EDA), is an easily acquired, non-intrusive and physiological signal
used to measure physiological stress response. With this inexpensive
and robust measurement method, electrical conductance is measured
by sensors on the skin, at the foot or hand (Mehler, Reimer, Coughlin,
& Dusek, 2009). The sweating of the human body changes the con-
ductance of the skin due to the altered moisture on the skin. These
body responses can be attributed to the nervous system. However, these
physiological stress responses are highly individual and cannot be used
as the only physiological stress response indicator without extensive in-
dividual data analysis and subjective assessment methods (Nourbakhsh,
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Wang, Chen, & Calvo, 2012). Further research indicates, that it is
possible to determine a stressful situation by only observing GSR data
but it requires a lot of individual data analysis (Bakker, Pechenizkiy, &
Sidorova, 2011).

2.3.5. Biomarkers

Biomarkers are molecules found in the body fluids of humans.
These molecules quantify physiological stress response and provide
information about the condition and health of the body (Carrasco &
Van de Kar, 2003). Cortisol is one of these biomarkers and is part of
saliva, blood, cerebrospinal fluid, urine and sweat. For measuring the
physiological stress response of humans, fluids such as saliva or sweat
are mainly studied in more detail because they are easy to sample and
reliable (Samson & Koh, 2020). To acquire the data, electrochemical
measurement methods are often used which convert the biochemical
signals into electrical signals by using electrodes (Cho, Kim, & Park,
2020).

2.3.6. SpO2 saturation

The oxygen saturation (Sp0O2) in the human bloodstream represents
the ratio of oxygen-saturated haemoglobin compared to unsaturated
haemoglobin. In a healthy adult, this ratio varies between 97% and
100% (Bachner, 2003). The SpO2 as a physiological stress response is
often used in combination with other indicators such as cardiovascular
markers or body temperature (Akmandor & Jha, 2017). On the other
hand tissue oxygen saturation (StO2) proves to be a reliable non-
invasive stress response indicator (Chen, Yuen, Richardson, Liu, & She,
2014). However, the measurement of the StO2 parameters occurs via
a visual system where the test subject is centered in the focus of the
camera hence reducing free mobility during manual task execution.

3. Research gap

In the presented state of the art, a wide variety of experiments
are conducted to detect the physiological stress responses. However,
these experiments are executed exclusively under laboratory conditions
with highly accurate and expensive measuring equipment accompanied
by specialised personnel, which limits the use of these sensors in
the industry. As a consequence, the authors of this paper derive the
following research questions: Is it possible to recognise and distinguish
physiological stress responses caused by different workloads in assem-
bly tasks using (i) a commercially available wearable low-cost sensor
that acquire heart rate, heart rate variability and respiration rate data,
and utilise (ii) standard machine learning algorithms such as Random
Forrest (RF) and K-Nearest-Neighbours (KNN) to differentiate between
the stress responses induced by different workloads?

4. Approach

To answer the research question, the authors of this paper investi-
gate a commercially available wearable low-cost sensor for data acqui-
sition of physiological stress response (HR, HRV, RR) and utilise 2 ma-
chine learning algorithms (KNN, RF) for data processing and compare
the results with the subjective assessment method (NASA-TLX).

For this purpose, experiments are conducted for assembly tasks.
The physiological stress response is measured by the relative changes
in HRV and HR. In addition, a subjective assessment of workload is
conducted using the NASA-TLX method. The results of both methods
are compared afterwards. In the experiments, no special considerations
are given to baseline measurements since the expected results should
be independent of individual baselines. To investigate the robustness
of the two machine learning algorithms, cross-validation for a possible
generalised stress differentiation model is performed.
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Fig. 1. The parts for assembling the module: base plates (silver colour), nut plates
(dark colour) and countersunk head rivets (brassy colour).

Table 1
Modules, parts, and MTM-based lead times.
Module | Figure Parts MTM-
Time
A 1 base plate, | 9s
1 nut plate, 2
rivets
B 1 base plate, | 9s
1 nut plate, 2
rivets
C 1 base plate, | 15s
2 nut plates, 4
rivets

4.1. Assembly tasks

Three different modules of the aerospace industry are defined as the
basis of the experiments. These modules, that have to be assembled,
differ in shape and number of individual parts, but hardly in size and
weight (all < 18g), depicted in Fig. 1.

All three modules consist of a base plate, nut plates and countersunk
head rivets. First, one or two nut plates are inserted into an insertion
plate, then the base plate is positioned on top and finally, up to 4 rivets
(two for each nut plate) are inserted into the countersunk holes.

Due to the good fit as well as the small size and weight of the parts,
physical stress, as caused by lifting bigger weights or the application
of large forces, is largely eliminated in this setup. This reduces the
assembly task to a challenge that mostly requires fine-motor skills and
therefore a high degree of concentration by the subject. To induce
workload-related physiological stress to the subject, the assembly tasks
must be performed by each subject faster than calculated by the Method
Time Measurement (MTM) (see Table 1).

The assembly tasks are of two kinds: easy and difficult. For an
easy task, the subjects are asked to perform only the last steps of the
assembly process for the module (e.g. inserting the rivets) whereas for
a difficult task, the subjects have to assemble the whole module within
the same amount of time as for the easy task.

4.2. Workplace

The workplace is equipment with a monitor, a mouse and a key-
board, as well as the insertion plate for the parts and all the materials
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" Insertion plate
Instructions . 3 ]

Fig. 2. Structure of the workplace for the tests.

Sensor Shirt

Multifunctional
Sensor Module

Sensor Belt

Fig. 3. Sensor shirt and multifunctional sensor module used in this paper.

needed to perform the assembly task. The monitor displays the work
instructions, as well as a quantitative time display in the form of a
coloured segmented bar. The assembly task instructions consist of an
image with associated textual instructions, as represented in Fig. 2.
Throughout the experiments, the subjects sit on a chair to avoid any
excessive physical workload.

4.3. Sensors and signals

To measure the physiological stress response of a subject, a com-
mercially available wearable low-cost sensor is used which detects HR,
HRV and RR. The acquisition of GSR and EEG data, as suggested in the
state of the art, is not possible. The sensor consists of a sensor shirt and
a multifunctional sensor module, depicted in Fig. 3. The cost of this
sensor is currently 398,- EUR.

Using this sensor has advantages for possible deployment in an
industrial setting compared to specialised equipment used for GSR or
biomarkers. Furthermore, the sensor does not require specialised per-
sonnel to use and the costs for this sensor are low compared to medical
ECG or eye-tracking devices. Last, the subjects are not restricted in
their freedom of movement as it would be by having single electrodes
applied with the medical ECG or EEG.

The measuring principle of the sensor is based on the dry electrode
measuring method with electrolytic half-cell potentials (Chi, Jung, &
Cauwenberghs, 2010; Ramasamy & Balan, 2018). The half-cell po-
tentials are connected together with series resistances between the
skin and a dry electrode. The dry electrode is made of conductive
silicone. With this, the voltage signals of the heartbeat are detected
and transmitted to the multifunctional sensor module via electrical
conductors, which are incorporated into the sensor shirt. In this way,
the data is acquired with sampling intervals of 100 ms (HRV, RR) and
500 ms (HR).
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Fig. 4. Raw HR data of subject 0 at day 0, distinguished in assembly task (indicated
as T) and rest phase (indicated as R).

4.4. Subjects

A total of six exclusively male healthy subjects in an age group
between 25 and 38 years are selected to eliminate gender-, age- and
education-related variations in the results. Written consent is obtained
from each subject to process their physiological stress response data,
which constitutes highly personal data. However, due to the small
number of subjects and the associated low statistical power of the
experiments, it is not possible to draw conclusions about heterogeneous
groups of subjects. However, this is not the aim of this paper.

4.5. Test execution

The experiments are conducted exclusively in the morning, on two
different days. The subjects have never tried or seen the tasks before.
Before the experiments start, the subjects are equipped with the sensor
to acquire the data for physiological stress response (HR, HRV and RR).

On the first day, the experiments are divided into the rest phase and
the easy task phase. The easy task phase can be interpreted as the phase
where workload is induced. Each phase has a 2-minute duration. Both
phases alternate ten times for a total experiment duration of 40 min.
The sequence of the phases is R; — T} — R, — T, — --- — T}, where R;
declares a rest phase and T; declares a easy task phase. During the rest
phases, the subjects are asked to relax on the chair.

On the second day, the subjects must execute the difficult task.
These circumstances should put the subjects in a situation where the
subject’s impression is that their capabilities are not adequate to com-
plete the given task within the lead time and therefore induce an
increased workload. To increase the workload during the task phase,
the work instructions are accompanied by a down-counting timer for
the completion of the assembly tasks. After each completed assembly
task, the subject must click on the mouse to record the actual assembly
time required.

In both experiments, the subjects are asked to complete a subjective
workload assessment based on NASA-TLX halfway through the experi-
ment. The timing of the workload assessment is based on the fact that
after the experiment a learning curve is to be expected and therefore
the workload might seem reduced during the experiment.

5. Data processing
5.1. Raw data and feature selection

Fig. 4 illustrates the raw HR data acquired during the experiments.
All data acquisition devices were synchronised on Unix time before the
experiments started. No additional data pre-processing was necessary
in order to proceed with the data analysis.

For data processing and evaluating, the mean value of the HR
and HRV are the major features as suggested by the related research.
Furthermore, the RR is used but exclusively for the training of the RF
and the KNN.
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Fig. 5. Differentiation between rest phases and assembly tasks during the experiments.
Blue lines and dots represent the assembly task phase mean value and standard
deviation. Green lines and dots represent the rest phase mean value and standard
deviation.

5.2. Data analysis

The first question that arises is whether HR and HRV of differ-
ent subjects have the same underlying distribution which is the null
hypothesis. The Wilcoxon Signed-Rank Test (Rey & Neuhduser, 2011)
as well as the Mann-Whitney U-Test (Ramachandran & Tsokos, 2015)
indicate a rejection of this null hypothesis (« = 0.05, p = 0). Therefore
one can conclude that the physiological stress response data have
significant differences in the underlying distributions.

To examine the relative changes of the mean value and standard
deviation of the HR and HRV in each rest and task phase, Fig. 5
indicates, that the mean value of the HRV decreases while the HR
increases during a task phase when compared to the subsequent rest
phase. This observation is consistent with the findings of other re-
searchers (Caroline Chanel, Wilson, & Scannella, 2019; Fahr & Hofer,
2013; Fridman, Reimer, Mehler, & Freeman, 2018). Hence, one can
conclude that the sensor is capable of recognising changes in the
HR and HRV due to workload-induced physiological stress responses.
However, only by visually analysing features extracted from the two
experiments, there is no significant visual difference between the data
from the easy and the difficult task phase. Therefore, machine learning
methods can provide deeper insights and test whether a mathematical
model can distinguish between a difficult and an easy task phase.

Fig. 6 presents the variance of HR and HRV mean values during task
phases. For instance, the mean value of the HR during rest phase 0 is
approx. 80 BPM whereas the mean value of the HR during rest phase
8 is approx. 75 BPM. The same holds for the HRV mean value at rest
phase 0 with 750 ms and the HRV mean value at rest phase 8 with
790 ms.

A further comparison is done in terms of the mean value of HR and
HRV in rest phases as illustrated in Fig. 7: The mean value of HR during
the rest phases is 80 BPM on the first day and 69 BPM on the second
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Fig. 6. Rest phase 0 (green) and rest phase 8 (blue) comparison of one subject during
an experiment on the same day.
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Fig. 7. Rest phase 0 comparison of one subject on different days: Day 1 (green) and
Day 2 (blue).

day. This discrepancy is also observed in HRV, where the mean value
is 754 ms on the first day and 944 ms on the second day.

Hence, one can conclude, that the HR and HRV vary significantly
depending on the current state of the subject. Therefore no long-term
reliable generalised baseline can be defined based on the acquired
physiological stress response data from a subject.

Fig. 8 compares the rest phase data between different subjects.
Hence, one can conclude that for further analysis towards physiological
stress response differentiation and recognition, a normalisation of the
data is necessary to compare the extracted features. Therefore, two
normalisation techniques are applied: The first technique used is the
maximum absolute value normalisation which scales all values to the
maximum absolute value of the data. The second normalisation ap-

proach uses the global minimum X,,;, of the total recorded data as a

factor X,,..aiseq» 8iven in the equation below.
X=X,
X lised = [ —L - (€D)
normalise Xax — Xomin

6. Data modelling

Two machine learning algorithms (Random Forest algorithm (RF) as
described in Breiman (2001)), K-Nearest-Neighbours algorithm (KNN)
as described in Mucherino, Papajorgji, and Pardalos (2009)), are in-
vestigated how precisely these algorithms can distinguish between rest
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Fig. 8. Rest phase 0 comparison of two subjects during an experiment on the same
day: subject 1 (green) and subject 2 (blue).

phase, easy task phase and difficult task phase based on a 67%-33%
train-test split of the normalised data with two metrics: The measure of
the ability to distinguish correctly between rest phase, easy task phase
and difficult task phase is the accuracy. The robustness indicates the
variance of the results of the algorithms by randomly changing the
train-test split of the normalised data. For the training of the machine
learning algorithms, the data of HR, HRV and RR are used, since the
related research suggested that the RR is an indicator for physiological
stress response in combination with other metrics (Goldberger et al.,
2018; Reisman, 1997).

6.1. Task-rest differentiation

The first algorithm which is investigated is the KNN. The first
training takes place with data from one subject during the experiment
on the first day, to investigate the ability to differentiate between a
task phase from a rest phase. The achieved accuracy is 90% of the easy
task phase applying minimum normalised data whereas with maximum
normalised data, the accuracy obtain 93%. Also, the RF is trained with
the same data to investigate the ability to differentiate between task
phase from a rest phase. The achieved accuracy is 95% of the easy task
phase with the minimum normalisation and 98% applying maximum
normalisation. Fig. 9 depicts the results of the investigation for the
robustness of both investigated algorithms. Hence, one can conclude
that the RF outperforms the KNN with the one subject train-test split
and the RF performs better on maximum normalised data.

6.2. Stress level differentiation

The KNN and the RF are investigated to distinguish between the
easy task phase and the difficult task phase. First, normalised data from
one subject is used and subsequently, normalised data of all subjects is
used but from both experiments.

6.2.1. Normalised data from one subject

Both machine learning algorithms to be investigated are trained and
tested on the data of one subject, as can be seen in Fig. 9. For KNN
based on maximum normalised data the achieved average accuracy is
92.8% whereas for minimum normalisation data, the achieved average
accuracy is 89.5%. For RF based on maximum normalised data the
achieved average accuracy is 98.3% whereas for minimum normalisa-
tion data, the achieved average accuracy is 94.5%. One can conclude
that the RF outperforms the KNN with both normalisation techniques
on data from one subject.
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Fig. 9. Robustness comparison of KNN and RF for one subject train-test split with
different normalisation methods for stress detection.

6.2.2. Normalised data from all subjects

Both machine learning algorithms to be investigated are trained
and tested on the data of all subjects, illustrated in Fig. 10. For KNN
based on maximum normalised data the achieved average accuracy is
82.3% whereas for minimum normalisation data, the achieved accuracy
is 74.7%. For RF based on maximum normalised data the achieved
average accuracy is 98.3% whereas for minimum normalisation data,
the achieved average accuracy is 94.8%.

Tables 2 and 3 depict precision, recall and F1-Score (as described
in Goutte & Gaussier, 2005) to evaluate both investigated algorithms.

From the above results, one can conclude that both algorithms are
capable of detecting physiological stress responses and differentiating



M. Brillinger et al.

Table 2
Algorithm results for one subject data used for algorithms training and testing.

Algorithm results

Labels Precision Recall F1-Score
Rest RF 95% 97% 96%
Rest KNN 88% 88% 88%
Easy task RF 98% 95% 96%
Easy task KNN 87% 89% 88%
Difficult task RF 94% 93% 94%
Difficult task KNN 80% 75% 77%
Table 3

Algorithms results table for algorithms trained on all subjects but one and tested on
an excluded subject’s data.

Algorithm results

Labels Precision Recall F1-Score
Rest RF 84% 88% 86%
Rest KNN 81% 86% 83%
Easy task RF 42% 8% 14%
Easy task KNN 24% 7% 11%
Difficult task RF 49% 85% 62%
Difficult task KNN 51% 81% 63%

them between rest and task phases. Comparing both algorithms, the
accuracy of the RF is in both cases better than the KNN.

7. Algorithm robustness

The boxplots illustrated in Figs. 9, 10 and 11 depict the K-fold cross-
validation of both algorithms with different normalisation methods and
data. The robustness of the algorithms is tested by repeatedly training
the algorithms on different data (i.e. one subject train-test split, all
subjects train-test split, ...) while changing the random train-test split
at each iteration, to investigate the accuracy based on the provided
data. The unbiased robustness results from Fig. 12 show an average
accuracy for the RF algorithm of 56% and for the KNN algorithm
an average accuracy of 43%. The robustness of the algorithms has
also been tested for the biased case and the results can be seen in
Fig. 10. The RF algorithm achieved an average accuracy of 94.3% with
maximum normalised data and an average accuracy of 88.4% with
minimum normalised data. The KNN algorithm achieved an average
accuracy of 82.2% with maximum normalised data and an average
accuracy of 75.2% with minimum normalised data.

The K-fold cross-validation is performed where the algorithms are
trained on all data from the two experiments but one subject’s data and
tested with the excluded data.

The KNN robustness evaluation achieved an average accuracy of
88%. The confusion matrix for KNN trained on all maximum nor-
malised data but one and tested on the excluded data as well as the
confusion matrix trained and tested on all data of the same subject is
represented in Fig. 13.

The RF robustness evaluation achieved an average accuracy of 96%.
The confusion matrix for RF trained on all maximum normalised data
but one and tested on the excluded data as well as the confusion matrix
trained and tested on all data of the same subject is represented in
Fig. 14.

The evaluation of Figs. 10, 11, 12 indicates that the RF has overall
higher accuracy and is more robust compared to the KNN in the
experiments executed in this paper. Hence, the RF is more robust
based on the experiments conducted in this paper and for physiological
stress response detection and differentiation in the field of fine-motory
assembly tasks.
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Fig. 10. Robustness comparison of KNN and RF for all subjects with different
normalisation methods for physiological stress response detection and differentiation.

8. Results

In this paper, a commercially available wearable low-cost sensor is
used to measure the physiological stress response (HR, HRV and RR) of
subjects. Two machine learning algorithms, KNN and RF, are trained to
automatically distinguish between the rest phase, easy task phase and
difficult task phase based on normalised data. The KNN has a lower
overall accuracy compared to the RF. The RF has a higher capability
for both physiological stress response detection and differentiation. The
highest accuracy achieved is between 75% and 90% with biased RF.



M. Brillinger et al.

96 @

94

o
N

Accuracy [%]
8

[+
<

86

84

RF KNN

(a) Robustness of algorithms for one subject train-test split for max-
imum normalisation for the physiological stress response differentia-
tion of task phase and rest phase.

86

Accuracy [%]
g B

~
(o

76

74

RF KNN
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tion of task phase and rest phase.

Fig. 11. Robustness comparison of KNN and RF for one subject train-test split with
different normalisation methods for the physiological stress response differentiation of
task phase and rest phase.

Table 4 shows all accuracies achieved with RF and KNN with different
train-test data as well as normalisation methods.

The minimum normalisation reduces the accuracy of both algo-
rithms significantly. One reason for this decrease in accuracy is based
on the skew change and decrease of deviation of the distributions
resulting from the normalisation. Applying maximum normalisation,
the distribution of data has a higher similarity (standard deviation,
skew, quantiles, etc.) to the distribution of the raw data compared
to the minimum normalisation. The minimum normalisation reduces
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Fig. 13. Confusion matrices for KNN.
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Fig. 14. Confusion matrices for RF.

the standard deviation of the distribution compared to the raw data
distribution. This effect leads to worse robustness of both investigated
machine learning algorithms.

Regarding the accuracy of the investigated algorithms compared to
the subjective assessment of the subjects, Fig. 15 depicts the physio-
logical stress response measured by HR (orange), HRV (blue), and RR
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Table 4
Algorithm results for multiple test cases.

Computers & Industrial Engineering 188 (2024) 109859

Accuracy of the investigated algorithms

Test description RF [%] KNN [%]
One subject train-test split 98 93
(maximum normalisation)

One subject train-test split 93 93
(minimum normalisation)

All subjects data train-test split 97 93
(maximum normalisation)

All subjects data train-test split 89 75
(minimum normalisation)

Trained on all subjects but one; tested on excluded data 95 84
(maximum normalisation)

Trained on all subjects but one; tested on excluded data 85 74

(minimum normalisation)

B HRV[ms] (1:10)

® HRT [BPM]

B Respiration Rate [1/minute]
B NASA-TLX Score

Task hard
I =5

0 50 100

Fig. 15. Comparison of physiological stress response and subjective assessment method.

(green) with the subjective assessment method determined based on
NASA-TLX score (violet).

From these results, one can conclude, that the detected physiologi-
cal stress responses are compliant with the subjective assessment of the
subjects.

9. Conclusion

This paper investigated whether it is possible to recognise and
distinguish physiological stress responses caused by different workloads
in assembly tasks using (i) commercially available wearable low-cost
sensor that record the employee’s heart rate, heart rate variability and
respiration rate, and (ii) standard machine learning algorithms such as
Random Forrest (RF) and K-Nearest-Neighbours (KNN)?

This research question is answered by the experiments conducted
within this paper. In summary, it can be concluded, that the used
commercially available wearable low-cost sensor acquires HR, HRV
and RR data with sufficient precision as input for machine learning
algorithms.

However, the data obtained must be normalised: Here, global max-
imum normalisation proved to be more suitable than global minimum
normalisation.

If the subject’s physiological stress response data is included in the
training data for the machine learning algorithms, the accuracy of the
RF is higher than the KNN. If this is not the case, the accuracies of RF
and ANN are about the same.

In summary, it is possible to recognise and differentiate the phys-
iological stress responses of employees via a commercially available
wearable low-cost sensor and machine learning algorithms.

10. Outlook

In future, the authors of this paper plan to expand the target group
of the studies to female subjects as well as subjects over 35 years of age
and with different skill levels. Furthermore, the robustness of the two
machine learning algorithms with regard to more complex assembly
tasks through extensive hyperparameter tuning must be investigated.
In addition, the performance of these two algorithms concerning an
increased amount of data towards a universally applicable physiologi-
cal stress response differentiation has to be researched. Other research
topics, aside from investigating further algorithms, might include the
challenge of interpreting HRV with the help of EEG data to interpret
physiological stress response just from the HRV data.

Last, it is important to ensure that the use of this kind of personal
data is not only in compliance with all existing data protection laws
but can only be used to reduce the workload of individual employees
and not to maximise profit.
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