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Impact of disorder and phonons on the Hubbard bands of Mott insulators in strong electric fields
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We characterize the current-carrying nonequilibrium steady state (NESS) in a single-band Hubbard model
confronted with a static electric field in the presence of quenched disorder. Beyond the linear response regime,
the electric field amplitude must compensate for at least half of the band gap to have a non-negligible stationary
current. As the disorder is not expected to dissipate the extra energy injected by the field, optical phonons
assisted by a fermionic heat bath serve as dissipation channels for the current-induced Joule heat generated by
the accelerated electrons. The NESS of the system is addressed employing the dynamical mean-field theory
using the so-called auxiliary master equation approach as impurity solver. Disorder effects are treated locally via
the coherent potential approximation (CPA) and the self-consistent Born (SCB) approach. In the regime in which
the two schemes yield similar results, we employ the SCB as it is computationally cheaper than the CPA. We
show that, in a purely electronic setup, the disorder-induced dephasing cannot contribute states within the gap
but only smear out the edges of the Hubbard bands. When phonons are taken into account, the different nature of
disorder-induced dephasing and phonon-related dissipation becomes clear. We show that although both disorder
and electron-phonon interaction enhance the current at off-resonant fields, disorder effects play a marginal role
since they cannot provide in-gap states which are instead brought about by phonons and represent the privileged
relaxation pathway for excited electrons.
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I. INTRODUCTION

Among the plethora of condensed matter phenomena, the
insulator-to-metal transition (IMT) has been widely studied
from both the experimental [1,2] and the theoretical point
of view [3,4]. To accomplish a deeper understanding of the
microscopic processes underlying this phenomenon, progres-
sively more complex models have been studied in the last few
decades. Some of the most important ones include effective
models [1,2,5], which can describe the experimental results.
However, for a comprehensive explanation of the heat dis-
sipation, more realistic mechanisms such as the interaction
between the hot electrons and lattice vibrations have to be
taken into account. Early attempts to come up with a coherent
theoretical framework aimed at understanding the role played
by a fermion bath in the context of a dissipative system driven
out of equilibrium [6]. Fermion baths were later successfully
employed to reach a nontrivial nonequilibrium steady state
(NESS) [5,7–12] in Mott-insulating systems. More recent
years have witnessed a growing interest in the role of the
electron-phonon (e-ph) interaction [13–20] in correlated sys-
tems. It is beyond a doubt that a satisfactory description of
Joule heat dissipation due to lattice vibrations is necessary in
order to clarify the nature of the IMT, as it is still debated
whether the latter is due to thermal [10,11,21] or quan-
tum processes [20]. As of today, the most well-established
nonperturbative method to deal with correlated systems is
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the so-called dynamical mean-field theory (DMFT) [22–27]
which hold under both equilibrium and nonequilibrium con-
ditions and has been employed in most of the aforementioned
studies.

An additional step toward a comprehensive description
of the IMT in real materials consists in the inclusion of
disorder, the theoretical framework of which has been es-
tablished in [3,28,29] after the pioneering work of Anderson
[30]. The latter initiated the study of correlated metals in
equilibrium starting from the analysis of single-particle lo-
calization in disordered systems. However, upon inclusion
of electronic correlation it is hard to tell the IMT due to
purely electron-electron interaction [31,32] from the disorder-
induced lozalization [30,33,34]. In equilibrium, the possibility
of having a nonzero critical temperature for the IMT in sys-
tems with interacting electrons in static random potentials has
been recently investigated, e.g., in Refs. [35,36]. More im-
portantly, already Ref. [36] mentions the need for a heat bath
to have conduction in insulating systems given their inability
to self-equilibrate, i.e., self-thermalize. It is then evident that
an explanation of the Joule heat dissipation within correlated
systems acquires a very practical importance other than being
a fundamental question on its own.

However, even within the DMFT the study of correlated
disordered systems is as yet quite challenging. The reason
lies in the large number of inequivalent configurations to be
dealt with, which in turn, increases the complexity of the
problem at hand. In the context of noninteracting systems
the DMFT historically originates from the so-called coherent
potential approximation (CPA) [37–39] which was originally
introduced to describe a coherent medium embedded in an
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effective environment to be self-consistently determined by
requiring the averaged onsite scattering to vanish. Indeed,
by means of the functional integral formulation, it has been
shown that the CPA is a special case of DMFT for disordered
systems [40,41], thus allowing the combination of the two
approaches to treat both electronic correlation and disorder on
the same footing. Recent works [42,43] have focused on the
application of a combined DMFT plus CPA scheme to trans-
port problems within correlated systems subject to a quench
of the electron-electron interaction in a time-resolved fashion.

In this work, we merge the scheme presented in [42,43]
with our auxiliary master equation approach [44–48] (AMEA)
impurity solver which allows to access the NESS of the sys-
tem skipping its time evolution. The NESS is addressed by
means of the DMFT and its nonequilibrium Floquet extension
[17–19,49–51]. Our main goal is the characterization of a dis-
ordered single-band Hubbard model in terms of its conducting
properties with focus on the interplay between fermionic and
phononic degrees of freedom. The optical phonons employed
in this work are included in a perturbative fashion [17,19] by
means of the Migdal approximation [13,14] and, together with
the fermionic bath, contribute the dissipation channels used
by the system to get rid of the energy injected by the field. To
create states around the Fermi level, i.e., to reach the metallic
phase, the electric field has to compensate for at least half of
the band gap [17]. As a matter of fact, given the units em-
ployed in this Manuscript, such field amplitudes would be too
strong [12,17,52,53] to be used in experiments with a regular
dc-field without damaging the material.1 We benchmark the
CPA [42,43] scheme against the so-called self-consistent Born
(SCB) approximation [54], which we will employ throughout
the whole Manuscript as it is computationally cheaper than
the former.

We show that the steady-state current monotonically drops
as the strength of the coupling to the fermionic bath extrap-
olates to zero [17,19] with and without disorder, for applied
fields compensating half of or the whole band gap. This con-
firms the expectation that elastic processes due to scattering
with disorder are not enough to sustain a steady-state current,
were it not for the fermionic bath providing an energy dissipa-
tion [17]. However, the disorder-induced dephasing enhances
the current at off-resonant fields by producing a slight leak of
the edges of the Hubbard bands into the band gap.

Finally, as far as the conducting properties are concerned
we find that the effects of disorder and e-ph scattering are
comparable in that they both enhance the current at off-
resonant fields. On the other hand, at resonance the current
is essentially not affected by the introduction of phonons and
disorder. However, while phonons can absorb energy from the
hot electrons of the lattice by providing in-gap states to bridge
the band gap, disorder can only contribute dephasing effects
which are negligible when the e-ph coupling is sufficiently
strong.

The manuscript is organized as follows. In Sec. II, we
introduce the model of interest, while in Sec. III, we discuss

1On the other hand, as argued in Ref. [12], such strong electric
fields can be achieved by THz field pulses which can be seen as
quasistatic in comparison to the typical time scales of the system.

the implementation of disorder within the DMFT approach.
Results are presented in Sec. IV while Sec. V is left for
conclusions and final comments.

II. MODEL HAMILTONIAN

The model we are considering (see also Refs. [12,14,52])
consists in the setup described in [17,19], namely, the single-
band Hubbard model subject to a constant electric field plus
disorder. Its Hamiltonian reads

Ĥ (t ) = ĤU(t ) + Ĥbath + Ĥe-ph + Ĥph + Ĥph,ohm. (1)

The Hamiltonian ĤU(t ) in presence of quenched disorder [42]
and an external electric field is given by

ĤU(t ) =
∑

iσ

(εc + Vi )n̂
f
iσ + U

∑
i

n̂ f
i↑n̂ f

i↓

−
∑
(i, j)

∑
σ

tc e−i Q
h̄ (r j−ri )·A(t )︸ ︷︷ ︸
= ti j (t )

f̂ †
iσ f̂ jσ , (2)

where f̂ †
iσ ( f̂iσ ) is the creation (annihilation) operator of an

electron of spin σ = {↑,↓} at the ith lattice site and n̂ f
iσ ≡

f̂ †
iσ f̂iσ the corresponding density operator. Sums over nearest

neighbor sites are denoted by (i, j) and the electrons’ onsite
energy is chosen as εc ≡ −U/2 such to fulfill particle-hole
symmetry.

The electric field is introduced in the temporal gauge via
the Peierls substitution [12,17,19,51,55] leading to a time-
dependent hopping. tc is the bare hopping amplitude, A(t)
the homogeneous vector potential, Q the electron charge and
h̄ Planck’s constant. In the model considered [12,17,19,50]
the electric field F lies along the lattice body diagonal
e0 = (1, 1, . . . , 1) and is given by F = −∂t A(t ) with A(t ) =
−Fte0. Also, we define the Bloch frequency � ≡ −FQa/h̄
with a the lattice spacing and F ≡ |F|.

The microscopic form of the heat bath hamiltonian Ĥbath in
Eq. (1) consists of a collection of noninteracting fermionic
degrees of freedom (see, e.g., Refs. [7,12,56]) which serve
as a thermostat for the accelerated electrons in the lattice.
Further details about the effective contribution of Ĥbath will
be provided in Sec. III A, see Eq. (9).

Here we consider a d-dimensional lattice2 in the limit
d → ∞ [12] with the usual rescaling of the hopping tc =
t∗/(2

√
d ). Every momentum-dependent function then de-

pends on the electronic crystal momemtum k only via ε =
−2tc

∑d
i=1 cos(kia) and ε = −2tc

∑d
i=1 sin(kia). Summations

over the Brillouin zone are then performed using the joint
density of states [17,50,57] ρ(ε, ε) = 1/(πt∗2) exp[−(ε2 +
ε2)/t∗2].

Disorder is introduced via the site-dependent shifts of the
onsite energies Vi which are distributed uniformly according

2The authors are aware that this choice is quite special as it prevents
the investigation of the so-called dimensional crossover occurring at
the IMT, see, e.g., Ref. [7]. A possible setup to investigate this effect
would be a two-dimensional Bravais lattice but that is beyond the
purpose of this work.
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to the probability distribution function (PDF)

P(V ) = 1

2W
θ (W − |V |), (3)

W being the disorder amplitude.
In this work, we address disorder effects either by means

of the CPA [42,43], or making use of the SCB scheme [54],
which will be discussed in Sec. III B. In the regime in which
CPA and SCB coincide, there is no loss of generality in choos-
ing a uniform PDF as in Eq. (3) since the SCB approximation
does not depend on the impurities’ distribution [58].

Following Refs. [13,14,19], we couple each lattice site to
an optical phonon branch of frequency ωE. The local e-ph
interaction Hamiltonian then reads

Ĥe-ph = g
∑

iσ

n̂ f
iσ x̂i, (4)

where the phonon displacement operator x̂i ≡ (b̂†
i + b̂i )/

√
2

interacts with the electron density n̂ f
iσ through the e-ph cou-

pling g. The operator b̂†
i (b̂i) creates (annihilates) an optical

phonon with frequency ωE at the lattice site i. The free phonon
Hamiltonian consists of an Einstein phonon Ĥph = ωE

∑
i n̂b

i

with n̂b
i = b̂†

i b̂i the phonon density, coupled to an Ohmic bath
Ĥph,ohm, the details of which will be given in Sec. III D, see
Eqs. (22) and (23).

We set h̄ = kB = a = 1 = −Q so that � ≡ F and the cur-
rent is then measured in units of the hopping t∗.

III. METHODS

A. Floquet electron Dyson equation

Here we briefly introduce the nonequilibrium Floquet
Green’s function (GF) formalism [17–19,51]: a more detailed
derivation can be found in Ref. [50].

We denote Floquet-represented matrices by either Xmn or
X (see, e.g., Refs. [17,19,51]), while an underline refers to the
Keldysh structure

X ≡
(

X R X K

0 X A

)
(5)

with X R,A,K the retarded, advanced and Keldysh components
obeying the usual relations X A = (XR)† and XK ≡ X> + X<,
where X≶ are the lesser and greater components [58–61].

Due to the presence of disorder the system is no longer
translation invariant [58], so that prior to averaging over the
disorder configurations both the GF and self-energy (SE) de-
pend on two different vectors of the Brillouin zone (BZ) [62],
namely, G(ω, k, k′) and �U+dis(ω, k, k′). In contrast to the
standard notation used in the literature [58,62], we do not
introduce an additional symbol for disorder-averaged quan-
tities. We simply denote such objects to be dependent only
on one vector k of the BZ. The information contained in
k is then shifted into the global variables [50] ε, ε which
have been introduced in Sec. II. As a result G(ω, ε, ε) and
�U+dis(ω, ε, ε) denote the disorder-averaged interacting GF
and SE respectively.

It is worth mentioning that, in contrast to Refs. [17,19], in
this work, the electron SE �U+dis accounts for both electronic
correlation and disorder-related effects. By setting Vi = 0 in

Eq. (2) one discards the disorder and recovers the setups
described in Refs. [17,19].

For details about the two approximation hereby used to
deal with disorder see Secs. III B and III C.

In presence of disorder, the Dyson equation for the elec-
tronic lattice GF of the system reads [17,19,51]

G−1(ω, ε, ε) = G−1
0 (ω, ε, ε) − �U+dis(ω, ε, ε)

− �e-ph(ω, ε, ε), (6)

where in view of the Migdal approximation the self-energies
�U+dis and �e-ph contribute separately. In principle, both
electron and e-ph self-energies depend on the electron
crystal momentum via ε, ε. However, due to the DMFT
approximation we consider only local contributions, i.e.,
�U+dis(ω, ε, ε) ≈ �U+dis(ω) and �e-ph(ω, ε, ε) ≈ �e-ph(ω).
The noninteracting GF G0 in Eq. (6) describes the system
when both electronic correlation and disorder are discarded
(U = 0 and Vi = 0) and, as such, is always translation
invariant.

The Floquet matrix elements of the electron GF of the
noninteracting Hamiltonian (1) read[

G−1
0 (ω, ε, ε̄)

]R

mn = [
ωn − εc − �R

bath(ωn)
]
δmn − εmn(ε, ε),[

G−1
0 (ω, ε, ε̄)

]K

mn
= −δmn�

K
bath(ωn) (7)

with the shorthand notation ωn ≡ ω + nF and εmn(ε, ε) being
the Floquet dispersion relation [50]

εmn(ε, ε) = 1
2 [(ε + iε)δm−n,1 + (ε − iε)δm−n,−1]. (8)

Following Refs. [7,17,19,56], the fermionic heat bath Ĥbath

contributes the SE

�R
bath(ω) = −i
e/2,

�K
bath(ω) = −i
e tanh [β(ω − μ)/2]

(9)

to the noninteracting GF (7), where 
e defines the electronic
dephasing rate.3 The inverse temperature and chemical poten-
tial of the bath are denoted by β and μ, respectively.

B. SCB scheme

In this section, we introduce the SCB approximation [58]
to the disorder, the SE of which is given by

�SCB(ω, k) =
∑

k′
|V (k − k′)|2G(ω, k′), (10)

where · · · denotes disorder averaging.
We can then disentagle the disorder effects from electronic

correlation, i.e.,

�U+dis(ω, k) = �U(ω) + �SCB(ω, k), (11)

where we made use of the DMFT approximation to take a
local electron SE �U(ω).

3We recall that the Keldysh component in Eq. (9) is ob-
tained from the fluctuation-dissipation theorem, i.e., �K

bath(ω) =
2iIm[�R

bath(ω)] tanh[β(ω − μ)/2], since the heat bath is at equilib-
rium.
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FIG. 1. Flowchart of the DMFT loop within the SCB scheme. Notice that the electron bath SE �bath, see Eq. (7), is contained in the
noninteracting disorder-averaged lattice GF G0,k(ω): for the sake of simplicity we restored the notation k to denote the electron crystal
momentum, see also Sec. III A. The e-ph SE �e-ph(ω) is computed by Fourier-transforming Eq. (19) and the SCB SE �SCB(ω) is obtained as
in Eq. (12).

In our case disorder consists of impurities with local poten-
tials, so that the Fourier transform of V is k-independent, thus
leading to

�SCB(ω) = V 2Gloc(ω), (12)

In Eq. (12), Gloc is the disorder-averaged local electron GF

Gloc(ω) =
∫

dε

∫
dε ρ(ε, ε)

[
G−1

0 (ω, ε, ε) − �tot(ω)
]−1

,

(13)

where

�tot(ω) = �U(ω) + �e-ph(ω) + �SCB(ω) (14)

is the total SE, see also the flowchart in Fig. 1.
Notice that the combination in square brackets in Eq. (13)

corresponds to the full Dyson equation (6) with the addition
of �SCB(ω): by virtue of the DMFT and SCB approximations
all the self-energies are now local.

To conclude this section we briefly recall the basic con-
cepts about the DMFT,4 which even though not specific to
the SCB approximation will show how the DMFT loop is
modified in presence of disorder within the SCB approach and
will serve as reference for the CPA scheme.

The basic idea is to map the lattice problem onto a
single-site impurity model accounting for the remaining sites
through the hybridization function �(ω), which has to be
self-consistently determined from

G−1
imp(ω) = g−1

0,site
(ω) − �(ω) − �U(ω). (15)

by requiring Gimp(ω)
!= Gloc(ω), with Gloc(ω) as in Eq. (13).

In Eq. (15), g
0,site

denotes the noninteracting impurity GF,

the retarded component of which reads g−1,R
0,site

= ω − εc. In
practice, after starting with a suitable guess for the self-
energies �U(ω), �e-ph(ω) and �SCB(ω), we compute �(ω)

4For details about the DMFT loop, we point at Refs. [17–19,51].

according to Eq. (15) and use it to generate5 the new electron
SE �U(ω). We then iterate this procedure until convergence is
reached. We stress that due to the time-translation invariance
of the problem at hand, a local equation of the form (15)
can be restricted to the diagonal matrix elements only. Due
to the property of the Floquet matrices [50], the emergent
NESS is then characterized by the (0,0)-component alone, see
Appendix A for further details.6

C. CPA scheme

The CPA treatment [40–43] consists in taking the SE ob-
tained from the disorder-averaged local GF as the SE of the
disorder-averaged GF of the system.

As we mentioned in Sec. I, the CPA scheme [42,43]
requires the solution of several impurity problems correspond-
ing to the shifted onsite energies

ε(V ) ≡ εc + V, (16)

see also the flowchart in Fig. 2. Solving the impurity prob-
lem for all the inequivalent configurations then yields a set
of V -dependent self-energies {�U+dis(ω,V )}, or equivalently
impurity Green’s functions {Gimp(ω,V )}, solutions to the im-
purity problems uniquely identified by V and U .7 One then
defines the disorder-averaged impurity GF as

〈Gimp(ω)〉{V } ≡
∫

dV P(V )Gimp(ω,V ), (17)

where the disorder PDF P(V ) is given in Eq. (3). For
a particle-hole symmetric disorder distribution P(V ) the

5For further details about the DMFT loop, we refer to Ref. [17] (in
particular see Sec. III C therein) and to the flowchart in Fig. 1 in this
manuscript, while the latest developments concerning the AMEA
impurity solver have been discussed in Refs. [19,48].

6The size of the matrices in the Floquet sector is NF = 21 and it has
been chosen in such a way that the electron features are converged
with respect to it.

7We recall that in the particle-hole symmetric case considered in
this work εc = −U/2.
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FIG. 2. Flowchart of the DMFT loop in the DMFT + CPA scheme. The same considerations as in Fig. 1 hold in this case too. Notice that
G0,imp is the solution to the noninteracting impurity problem with bare onsite energy εc, see also Sec. III C.

disorder-averaged impurity GF 〈Gimp(ω)〉{V } obviously pre-
serves particle-hole symmetry and the same holds for all the
other quantities such as �(ω) and �U+dis(ω).

The workflow then goes as follows: once 〈Gimp(ω)〉{V } in
Eq. (17) is computed we use it to extract the new SE �U+dis,
see the flowchart in Fig. 2. We then add to it the e-ph SE �e-ph

and insert them into Eq. (13). By requiring 〈Gimp(ω)〉{V }
!=

Gloc(ω), the hybridization � can be extracted from

〈Gimp(ω)〉−1
{V } = g−1

0,site
(ω) − �(ω) − �U+dis(ω), (18)

and the DMFT loop proceeds as described in Sec. III B.

D. Electron-phonon interaction

Within DMFT the e-ph SE is taken to be local, namely
�e-ph(ω, ε, ε) ≈ �e-ph(ω). In terms of the contour times z, z′,
and in the Migdal approximation,8 �e-ph reads [13,14,17,19]

�e-ph(z, z′) = ig2Gloc(z, z′)Dph(z, z′), (19)

where Gloc(z, z′) is the contour-times local electron GF al-
lowing the representation in Eq. (13) in frequency domain.
Optical phonons are quickly discussed below.

1. Phonon Dyson equation

Following the derivation in Refs. [14,19], we model the
optical phonon branch by Einstein phonons coupled to an
Ohmic bath, the Dyson equation of which reads

Dph(ω) = [D−1
ph,E(ω) − �ohm(ω) − �e-ph(ω)]−1. (20)

8Notice that in the Migdal approximation the Hartree term amounts
to a constant energy shift that can be reabsorbed in the interacting
e-ph Hamiltonian Ĥe-ph at half-filling.

with the retarded noninteracting Einstein phonon propagator9

given by

DR
ph,E(ω) = 2ωE

ω2 − ω2
E

. (21)

The Einstein phonon is coupled to an Ohmic bath Ĥph,ohm,
the real retarded GF of which is obtained from the Kramers-
Krönig relations (see, e.g., Ref. [14]), having the following
Keldysh component:

�K
ohm(ω) = −2π iAohm(ω) coth(βω/2). (22)

The Ohmic bath DOS in (22) is taken as

Aohm(ω) = v2
o

ωo

⎡
⎢⎣ 1

1 +
(

ω−ωo
ωo

)2 − 1

1 +
(

ω+ωo
ωo

)2

⎤
⎥⎦ (23)

with the usual definition −πAohm(ω) ≡ Im[�R
ohm(ω)]. In

Eq. (23) ωo denotes the Ohmic bath cutoff frequency and vo

the hybridization strength to the Ohmic bath.10

2. Phonon self-energy

Within the Migdal approximation, the contour times
phonon self-energy [13,14] in Eq. (20) reads

�e-ph(z, z′) = −2ig2Gloc(z, z′)Gloc(z′, z) (24)

with Gloc(z, z′) being the local electron GFs on the Keldysh
contour allowing the representation (13) and the factor 2
accounts for spin degeneracy. The real time components of
Eq. (24) have been derived in Ref. [19] (see Appendix C
therein).

9As usual, the Keldysh component DK
ph(ω) can be neglected due to

the presence of the Ohmic bath �ohm in Eq. (20).
10Notice that Eq. (23) ensures a linear dependence within almost

the entire interval ω ∈ [−ωo, ωo].
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TABLE I. Default values of the main parameters used in this
manuscript. All parameters are given in units of t∗.

U εc μ 1/β V 2 g ωE vo ωo

8 −4 0 0.05 0.083 0.4 0.6 0.055 0.6

E. Observables

Here we summarize the observables of interest in this
manuscript. We start from the local electron spectral function
(SF)

A(ω) = −Im
[
GR

loc(ω)
]
/π, (25)

which can be used to define the local electron spectral occu-
pation function as

Ne(ω) ≡ A(ω)

{
1

2
− 1

4

Im
[
GK

loc(ω)
]

Im
[
GR

loc(ω)
]
}

, (26)

where the expression in curly brackets is the local electron
nonequilibrium distribution function

Fel(ω) ≡ 1

2

{
1 − 1

2

Im
[
GK

loc(ω)
]

Im
[
GR

loc(ω)
]
}

. (27)

In our units, the steady-state current11 flowing along the
direction of the applied field [17,19] is given by

J =
∫

dω

2π

∫
dε

∫
dε ρ(ε, ε)[(ε − iε)G<

1 (ω, ε, ε) + H.c.].

(28)

IV. RESULTS

A. Benchmarking SCB against CPA

As discussed in Sec. III C (see also the flowchart in Fig. 2)
the CPA approximation is computationally costly due to the
fact that several impurity problems have to be solved for each
DMFT loop. For this reason, we are interested in understand-
ing in which circumstances the CPA and SCB schemes yield
comparable results. In this section, we then benchmark the
two approximations against one another.

To do so we notice that by averaging the square of the
perturbations Vi’s according to the PDF in Eq. (3) within the
CPA scheme we get

〈V 2〉 ≡
∫

dV P(V )V 2 = W 2

3
, (29)

which can be interpreted as the square of the effective disorder
amplitude in the SCB scheme [see Eq. (12)], i.e., in the regime
in which CPA can be replaced by SCB we can identify

V 2 = W 2/3. (30)

11As pointed out in Refs [17,19,50], any quantity with a single
index refers to the Wigner representation, which obeys the relation
X mn(ω) = X m−n(ω + (m + n)�/2), where Xmn(ω) is any Floquet-
represented matrix.

FIG. 3. Current J as function of the applied field F obtained
within the SCB and CPA schemes. Black vertical arrows point at
the resonances F ≈ U/3 and ≈2U/3, while vertical dashed lines
mark the position of the two main resonances F = U/2, U , the
spectral functions of which are shown in Fig. 4. Default parameters
can be found in Table I, with W as in Eq. (30). (Here U = 8t∗ and

e = 6 × 10−2t∗.)

1. Current characteristics

We start by comparing the current-field characteristics. By
matching the parameters W and V 2 according to Eq. (30), the
J-F curves in the CPA and SCB schemes lie almost on top
of each other, see Fig. 3. In particular, one can see that the
current J takes on comparable values in the two approaches
for almost all the values of the applied field. In particular the
two currents coincide at the two resonances F ≈ U/3, 2U/3,
highlighted by black arrows in Fig. 3, and at F = U . The most
pronounced difference occurs for field strengths roughly equal
to half of the band gap, i.e., F ≈ U/2: at around this resonance
we see that the current J takes on larger values in the CPA
scheme as opposed to the SCB approach, see again Fig. 3.
An interpretation of these differences in terms of the spectral
function is presented below.12

2. Spectral features

After having shown that the J-F curves coincide over al-
most the whole range of field strengths of interest, we now
compare the electronic SF around the resonances F = U/2
and U to characterize the most important current-carrying
regimes. In particular, at F = U/2, the CPA A(ω) exhibits a
broader quasiparticle peak (QPP) at ω ≈ 0 as opposed to the
SCB case, see Fig. 4(a) and corresponding inset. In addition,
the CPA spectral weight at ω ≈ ±U/2 is reduced, with some
kinks occurring in the main Hubbard bands, highlighted by the
black vertical arrows in Fig. 4(a).

Most likely the differences in the current characteristics
shown in Fig. 3 at F ≈ U/2 can be attributed to the quali-

12To conclude we just want to mention that the region F/t∗ ∈ [0, 1]
required a higher resolution in the AMEA impurity solver as the
hybridization functions corresponding to those field strengths contain
very fine features which, if not correctly resolved, could lead to arti-
facts in the observables. For a detailed discussion about the impurity
solver hereby employed, we refer to our recent work [19,48].
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FIG. 4. (a) Electron SF A(ω) at F = 4t∗ within the SCB and CPA
schemes. Black arrows highlight the kinks occurring in the spectral
features in the CPA approach. The inset magnifies the region ω ≈ 0,
with black arrows pointing at the broadening of the spectrum in the
CPA scheme. (b) Same quantity for F = 8t∗. Default parameters can
be found in Table I, with W as in Eq. (30). (Here U = 8t∗ and 
e =
6 × 10−2t∗.)

tative change in A(ω) between the two approaches, see again
Fig. 4(a). Such differences become only quantitative for fully
resonant fields F = U , while the overall structure of A(ω) is
preserved, see Fig. 4(b). This is due to the fact that at F = U
the occupations Ne(ω) of the upper Hubbard band (UHB) in
the two approaches (not shown) are essentially the same, so
that the difference in the SF becomes less relevant for the J-F
characteristics.

In conclusion, having shown that the CPA and SCB
schemes yield comparable results as far as the conducting
properties are concerned,13 we can then employ the latter
to investigate the role played by disorder in Mott insulating
systems, as it is computationally cheaper.

B. Interacting disordered system without phonons

In this section, we study the effects of disorder on the
conducting properties of the system at hand by comparing the
setups V 2 = 0 and V 2 = 0.083t∗2 = W 2/3, the latter being
the value corresponding to a disorder distribution given by
Eq. (3), cf. the discussion in Sec. IV A.

1. Current characteristics and charge excitation

Figure 5(a) shows the current J as function of the applied
field F for selected values of the electronic dephasing rate 
e

at V 2 = 0. Here we observe a suppression of the current as 
e

is reduced for all the values of the electric field F , especially
at the main resonances F = U/3, U/2, and U and also at
the one F ≈ 2U/3 [12,17,19]. The J-F curve in presence of
disorder is shown in Fig. 5(b): we observe that all the main
resonances are smeared out as opposed to the setup V 2 = 0
shown in Fig. 5(a). Also, in contrast to this case, the J-F curve
in presence of disorder looks smoother especially at F = U/2
and for small values of the dephasing rate 
e.

From Fig. 5(b), we see that the reduction of the current
with a smaller dephasing rate is a robust feature, occurring

13Of course, this is valid only for corresponding values of the
parameters as identified by Eq. (30).

FIG. 5. Current J as function of the applied field F at selected
values of the dephasing rate 
e (a) without (V 2 = 0) and (b) with
disorder (V 2 = 0.083t∗2). Black vertical arrows point at the reso-
nances F ≈ U/3 and ≈2U/3. The values of the dephasing rate 
e

are specified in the plot, while default parameters can be found in
Table I. When present, disorder is treated in the SCB approximation.
(Here U = 8t∗.)

also in presence of disorder.14 However, disorder alone is not
expected to sustain a steady-state current as it provides only an
elastic scattering mechanism [58]. In terms of the conducting
properties this is evidenced by the dependence of J on the
dephasing rate 
e at the two main resonances F = U/2 and U
with and without disorder.

In Fig. 6(a), we plot the current J as function of 
e at
F = U/2. We observe that in absence of disorder J decreases
slowly with decreasing 
e, until it abruptly drops when the
dephasing rate is reduced below a threshold value 
th

e =
3 × 10−2t∗.15 On the other hand, in presence of disorder the
current J scales sub-linearly and it goes to zero smoothly as
function of a decreasing 
e. However, the current J takes
on comparable values with and without disorder when the
dephasing rate gets smaller than the threshold 
th

e while it is
suppressed for V 2 = 0.083t∗2 above 
th

e , see again Fig. 6(a).
An understanding of these results in terms of the electronic
spectral features will be given in Sec. IV B 2.

In Fig. 6(b), the current J is shown as function of the de-
phasing rate 
e at F = U . For these values of F compensating
the band gap, disorder essentially has no effects on the current
and its scaling behavior. Again, a more detailed discussion of
the electron SF can be found in Sec. IV B 2.

It is worth investigating the dependence of the fraction of
excited electrons nex around the positive region of the QPP
(ω � 0) and the UHB centered about ω ≈ U/2 in the metallic
phase,16 namely, F = U/2. To obtain nex, we integrate the
nonequilibrium occupation function Ne(ω) in Eq. (26) in the

14This result is valid for large fields where dissipation is essential
in order to sustain a steady state current. Below a certain threshold
field (not shown), we expect this behavior to be reversed.

15We cannot reach down to 
e = 0, as it is hard to get to a con-
verged solution of the DMFT loop for too small values of 
e.

16At F = U/2, we can indeed talk about metallic phase due to the
occurrence of the maximum of in-gap states located at ω = 0 which
provide the necessary spectral weight to sustain electron tunneling
across the band gap.
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FIG. 6. Current J as function of the dephasing rate 
e at selected
values of V 2 for applied fields (a) F = 4t∗ and (b) 8t∗. Gray shaded
rectangles highlight the regions where the DMFT loop is unstable
due to the very small dephasing rate 
e. Disorder amplitudes are
specified in the plot, while default parameters are specified in Table I.
When present, disorder is treated in the SCB approximation. (Here
U = 8t∗.)

regions of the spectrum corresponding to the QPP (ω � 0
only) and the UHB: the results with and without disorder
effects are shown in Fig. 7. As expected, in both cases the
most important contribution to the fraction of excited elec-
trons nex comes from the occupation of the UHB since the
in-gap states are only bridging the main bands. Accordingly,
the occupation of the positive-energy states around the QPP
barely depends on the dephasing rate 
e with and without
disorder, see Figs. 7(a) and 7(b).

As pointed out in previous work, the dephasing rate 
e

is responsible for relaxation of high-energy electrons to the
lower Hubbard band. In this context, it is then clear that
the UHB gets emptied the more by a larger dephasing rate,
with and without disorder, see again Figs. 7(a) and 7(b). The
fraction of electrons nex in the UHB in absence of disorder
shows the same threshold-like behavior as the current, see
Figs. 6(a) and 7(a). Accordingly, the values of the dephasing
rate 
e associated with larger currents are characterized by
lower occupation of the UHB, see Figs. 6(a) and 6(b). This

FIG. 7. (a) Fraction of excited electrons nex as function of the
dephasing rate 
e in absence of disorder at F = 4t∗. (b) Same quan-
tity in presence of disorder. nex is obtained by integrating Ne(ω) in
Eq. (26) over the whole positive energy spectrum (diamonds), around
the UHB (dots) and the positive energy region of the QPP (triangles).
Default parameters can be found in Table I. When present, disorder
is treated in the SCB approximation. (Here U = 8t∗.)

FIG. 8. Electron SF A(ω) in absence of disorder at (a) F = 4t∗

and (b) 8t∗. (c) and (d) show the nonequilibrium occupation function
Ne(ω) in Eq. (26) at the same electric field strengths. Insets in (a) and
(c) show a close-up of the QPP at ω = 0. The values of 
e are
specified in the plot, while default parameters can be found in Table I.
When present, disorder is treated in the SCB approximation. (Here
U = 8t∗ and V 2 = 0.)

result can be understood in terms of the tunneling formula for
the current [12,17], namely,

Jtun(ω) = πt∗2[Ne(ω)Nh(ω + F ) − Ne(ω + F )Nh(ω)], (31)

Nh(ω) ≡ A(ω)[1 − Fe(ω)] being the hole spectral occupation
function. From Eq. (31), we see that a large occupation of the
UHB causes a suppression of the current, signaling the role
of 
e as draining mechanism for the high-energy electrons
which ensures the establishment of a finite steady-state current
[7,17,19].

2. Spectral properties

To understand the dependence of J and nex on the dephas-
ing rate 
e, we focus on the spectral features at the resonances
F = U/2 and U both with and without disorder. In absence
of disorder, at F = U/2, the height of the QPP at ω ≈ 0
[7,12,17] is reduced when decreasing the electronic dephasing
rate. Notably, when 
e is smaller than 
th

e = 3 × 10−2t∗ the
shape of the QPP is qualitatively different, as one can see
in both A(ω) in Fig. 8(a) and the nonequilibrium occupation
function Ne(ω) [Eq. (26)] shown in Fig. 8(c). When disorder
is taken into account the reduction of the QPP with a smaller

e can still be observed in both A(ω) and Ne(ω), see Figs. 9(a)
and 9(c), but its overall shape is preserved and the suppression
not as pronounced as in the previous case, see again Figs. 8(a)
and 8(c). However, as already pointed out in Sec. IV B 1 [see
again Figs. 7(a) and 7(b)], the fraction of excited electrons
nex around the positive-frequency region of the QPP barely
changes as a function of the dephasing rate 
e with and
without disorder. In this context, the qualitative change in
the QPP’s spectral features in absence of disorder shown in
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FIG. 9. Same quantities as in Fig. 8 in presence of disorder. The
values of 
e are specified in the plot, while default parameters can
be found in Table I. When present, disorder is treated in the SCB
approximation. (Here U = 8t∗ and V 2 = 0.083t∗2.)

Figs. 8(a) and 8(c) does not seem to considerably affect the
conducting properties of the system.

At the resonance F = U , we observe that the addition of
disorder does not influence the spectral features of the system
appreciably, as both the SF A(ω) and the nonequilibrium oc-
cupation function Ne(ω) for a fixed value of the dephasing rate

e look alike in the two cases, see Figs. 8(b) and 9(b) for the
former quantity and Figs. 8(d) and 9(d) for the latter.17

C. Effects of e-ph interaction

In this section, we address the question of the interplay
between electronic correlation and e-ph scattering mechanism
in presence of disorder.

1. Current

As in the previous setups, we start by looking at the current
characteristics.

In absence of disorder and in the default parameter regime
(see Table I), the J-F curve shows the characteristic reso-
nances at F ≈ U/3, U/2 and U , see Fig. 10(a). Notably,
enhancements in the current J at off-resonant fields are ob-
served when keeping the e-ph coupling constant g at its default

17We want to mention that the presence of disorder stabilizes
the DMFT loop, speeding up the convergence, especially for small
values of the electron dephasing rate 
e. In an interacting picture,
this provides more in-gap states which can help particle relaxation
across the band gap, even at electric fields slightly off-resonance. For
more details about the role of in-gap spectral weight in sustaining a
steady-state current we refer to Refs. [7,12,17,19].

FIG. 10. Current J as function of the applied field F with inclu-
sion of disorder and e-ph coupling. Results are obtained for selected
values of λ [see Eq. (32)] at (a) V 2 = 0 and (b) 0.083t∗2. Gray shaded
rectangles denote the region showing numerical instabilities. Default
parameters can be found in Table I. When present, disorder is treated
in the SCB approximation. (Here U = 8t∗ and 
e = 1.5 × 10−2t∗.)

value and halving ωE. For instance, this can be detected in the
merging of the two peaks at F ≈ U/3 and F ≈ U/2 and in the
increase of J for field strengths in the region F/t∗ ∈ [5, 8],
compare orange and blue curves in Fig. 10(a). However, a
smaller ωE produces, at fixed coupling g, a larger value of the
effective e-ph coupling strength [13,14]

λ ≡ 2g2

ωEt∗ . (32)

It is, thus, interesting to assess whether this dependence on ωE

is intrinsic or is simply due to the corresponding change in λ.
For this reason, we compare the J-F curves in the two setups
(g, ωE) and (g/

√
2, ωE/2), which are characterized by the

same value of λ, see again Table I for the default parameters.
As a matter of fact, the configurations with the same λ

exhibit very similar current characteristics, as can be seen in
Fig. 10(a). This suggests that the differences observed when
halving ωE alone are due to a stronger λ.

However, it is possible to identify the effects of the phonon
frequency by direct inspection of the electronic spectral fea-
tures, as we will see in Sec. IV C 2.

In presence of disorder, the J-F curve in the default pa-
rameters setup (see Table I) still exhibits the peaks at the
main resonances F ≈ U/3, U/2, and U , see Fig. 10(b). We
also see that halving ωE with respect to its default value
(see Table I) still increases the current J off-resonance, i.e.,
at F/t∗ ∈ [3, 4], thus resulting in a merge of the first two
resonances, and at F/t∗ ∈ [5, 8], as in the case with V 2 = 0.
Once again, the setups characterized by the same λ show
J-F curves which look alike, see Fig. 10(b), signaling that
the current characteristics is affected by a stronger λ also in
presence of disorder.

We mention that for field strengths F � t∗, corresponding
to the gray shaded rectangles in Fig. 10, the DMFT self-
consistency loop is very unstable and, as such, we obtain
spurious oscillations of the current J .
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FIG. 11. Current J as function of the applied field for selected
values of the SCB disorder amplitude V 2 for (a) λ = 1.07 (ωE =
0.3t∗) and (b) λ = 0.53 (ωE = 0.6t∗). Gray shaded rectangles denote
the region showing numerical instabilities. Default parameters can
be found in Table I. When present, disorder is treated in the SCB
approximation. (Here U = 8t∗, g = 0.4t∗ and 
e = 1.5 × 10−2t∗.)

To conclude this section, we sort the J-F curves by the
value of λ18 and compare them according to whether disorder
is considered or not. As shown in Fig. 11(a), for the larger
value of λ (corresponding to a smaller ωE) disorder has almost
no effect on the current characteristics, except for a slight
increase of J at F ≈ U/2. On the other hand, for the smaller λ

(larger ωE) one notices an enhancement of J when disorder is
taken into account, especially in the regions F/t∗ ∈ [3, 4] and
F/t∗ ∈ [5, 7] which were characterized by more pronounced
dips in the J-F curve for V 2 = 0, see Fig. 11(b). It is then
clear that a larger value of λ overshadows the effects due to
disorder. As a matter of fact, we observe that the latter can
contribute a slight increase of the current J off-resonance only
provided that its effects are not washed away by those of too
strong phonons,19 see again Fig. 11(b).

2. Spectral features

A more detailed analysis of the effect of the phonon fre-
quency on the conducting properties requires the investigation
of the electron SF and the e-ph SE.

We stress that the latter quantity provides the main dissipa-
tion mechanisms in realistic metals, allowing electrons to get
rid of their extra energy. In the following we base our anal-
ysis on a near-resonant situation, with field strengths slightly
smaller or larger than half of the band gap, characterizing one
of the regions where the current J is enhanced by a larger
effective e-ph coupling λ both with and without disorder, as
discussed in Sec. IV C 1. On the other hand, our analysis of
the previous section does not display any direct dependence
of the current on ωE for fixed λ. By analyzing the spectral
features, however, it is possible to tell the effects intrinsically
related to ωE from those controlled by λ, as we show below.

For V 2 = 0, we observe a reduction of the height of A(ω)
at ω ≈ ±U/2 with consequent leak of the main Hubbard

18We hereby recall that we vary the effective e-ph coupling λ by
changing the value of the Holstein phonon frequency ωE.

19We hereby refer to the value of the effective coupling λ.

FIG. 12. (a) Electron SF A(ω) and (b) imaginary part of the e-ph
SE Im[�R

e-ph(ω)] for selected values of the Einstein phonon frequency

ωE at F = 3.8t∗ and V 2 = 0. Black arrows highlight the position of
the subpeaks in Im[�R

e-ph(ω)] which are washed away by a larger λ.
Default parameters can be found in Table I. When present, disorder
is treated in the SCB approximation. (Here U = 8t∗, g = 0.4t∗, and

e = 1.5 × 10−2t∗.)

bands into the gap as λ grows larger, see Fig. 12(a). This, in
turn, provides in-gap states which electrons can use to tunnel
across the band gap even at off-resonant fields [17,19], thus
enhancing the current as discussed in Sec. IV C 1.

In Fig. 12(b), we also observe that the two-peak structure in
the e-ph SE Im[�R

e-ph(ω)] is split is completely washed away
by larger values of λ. Also, a stronger e-ph coupling λ leads
to a closing of the gap in Im[�R

e-ph(ω)] which results into
more states available to electrons to relax from the upper to
the lower Hubbard band, thus yielding a larger current J , see
again the discussion in Sec. IV C 1.

It is worth recalling that for electric fields slightly smaller
than half of the band gap as in the situation shown in Fig. 12
the corresponding J-F curve shows a minimum in the default
parameter setup corresponding to the smaller λ [Fig. 10(a)].

By analyzing the spectral features, we see that this is due to
the gapped nature of Im[�R

e-ph(ω)], see Fig. 12(b), providing
too few states for electrons to effectively relax to the lower
Hubbard band which explains the suppression of J . However,
despite the poor contribution of the in-gap states in the e-ph
SE to the current, one can still identify the interaction between
electrons and phonons in the subpeaks (separated by 2ωE) and
the small satellite peaks at ω ≈ ±ωE shown in Im[�R

e-ph(ω)],
see Fig. 12(b). As argued in Ref. [19], these additional struc-
tures seem to resemble the repeated emission of phonons of
frequency ωE by the electrons relaxing across the band gap,
see Ref. [20].

On the other hand, in the setup characterized by the larger
λ the current J approaches its maximum for a field strength
slightly off-resonance (F = 3.8t∗), see Fig. 10(a), which is
explained by the filling of the gap observed in Fig. 12(b). Here
the finest features in Im[�R

e-ph(ω)] observed in the previous
case are now completely washed away.

When disorder is introduced (V 2 = 0.083t∗2), in the
default parameter regime (see Table I) both A(ω) and
Im[�R

e-ph(ω)] are smeared out with respect to their counter-

parts at V 2 = 0, as it can be seen by comparing Figs. 12 and
13. In addition, the spectral features corresponding to a larger
λ in Fig. 13 do not differ appreciably from those in Fig. 12,
obtained in absence of disorder.
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FIG. 13. Same setup as in Fig 12, in presence of disorder. Default
parameters can be found in Table I. When present, disorder is treated
in the SCB approximation. (Here V 2 = 0.083t∗2.)

For a finite value of the disorder amplitude V 2, however,
both A(ω) and Im[�R

e-ph(ω)] are strongly affected by a larger
value of λ. This is highlighted by the broadening of the Hub-
bard bands with their consequent leak into the band gap in
Fig. 13(a) and the washing away of the subpeaks in the e-ph
SE in Fig. 13(b), in complete analogy with the findings in
absence of disorder, see Fig. 12 for comparison.

The analysis of the spectral features performed so far can
explain the fundamental difference between the two dephas-
ing channels, disorder and phonons. As a matter of fact, being
introduced as an elastic scattering mechanism [58,62] static
disorder is not expected to account for heat dissipation while
phonons provide the energy dissipation mechanism in real
materials. In particular, Figs. 12(b) and 13(b) highlight the
intrinsically different nature of the two mechanisms.

On the one hand, by keeping the phonon parameters fixed
and including disorder we do not see any relevant changes
in the in-gap states in the imaginary �R

e-ph. A stronger e-ph
coupling λ, instead, fills the region between the two main
bands of Im[�R

e-ph] with states which are available to electrons
to relax across the band gap with and without disorder. We can
then argue that the elastic nature of the disorder-induced scat-
tering mechanism manifests itself in that the regions where the
spectral weight of Im[�R

e-ph] is negligible are left unaltered.
Conversely, phonons contribute in-gap states so that it is easier
for excited electrons to get rid of their extra energy by relaxing
to the lower band. More details about this aspect will be
discussed below.

Disorder- and phonon-induced dephasing. This paragraph
is devoted to the analysis of the dephasing effects introduced
by disorder and phonons.

We start by recalling that at V 2 = 0 an increased e-ph cou-
pling λ smears out the electron SF, see Fig. 12(a), and washes
away the finest features in the e-ph SE Im[�R

e-ph(ω)], see
Fig. 12(b). A similar effect (even though not as pronounced)
can be observed in interacting disordered systems: below we
discuss this aspect.

We compare the setups in a near-resonant situation, namely
F ≈ U/2 (for fixed values of the phonon parameters) with
and without disorder. In Fig. 14(a), we display the electron
SF A(ω) for the two cases. For a finite disorder amplitude
(V 2 = 0.083t∗2), the main Hubbard bands are suppressed and
a small fraction of their spectral weight is redistributed into
the band gap. However, this effect is not as pronounced as in

FIG. 14. (a) Electron SF A(ω) and (b) corresponding imaginary
part of the e-ph SE Im[�R

e-ph(ω)] with and without disorder at F =
4.2t∗. Black horizontal arrows denote the separation 2ωE between the
subpeaks in the e-ph SE profile. Inset: Black vertical arrows highlight
the small satellite peaks at ω ≈ ±ωE. The values of V 2 are specified
in the plot, while default parameters can be found in Table I. When
present, disorder is treated in the SCB approximation. (Here U = 8t∗

and 
e = 1.5 × 10−2t∗.)

Fig. 12(a), in which a stronger coupling λ between electrons
and phonons fills the band gap appreciably. Analogously, the
subpeaks into which the bands of the imaginary �R

e-ph(ω) are

split are smeared out as compared to the case V 2 = 0 but
the small satellite peaks contributing the in-gap states are es-
sentially left unaltered, see Fig. 14(b). This disorder-induced
broadening of the spectral features is way smaller than that
shown in Fig. 12(b) obtained with a larger λ. Once again,
the findings of Fig. 14 seem to confirm that the effects of
disorder can be detected mostly in the energy regions where
the spectral weight is not negligible.

In analogy with the dephasing coming from the fermionic
bath, see Eq. (9), we can introduce the concept of phonon and
disorder dephasing rates. In particular, we define the phonon
dephasing rate as


ph = −2Im[�R
e-ph(ω = U/2)]|F=0, (33)

where the e-ph SE20 �R
e-ph is evaluated at the characteristic

energy scale provided by the UHB, i.e., U/2. Analogously,
we introduce the disorder dephasing rate as


dis = 2πV 2A(ω = U/2)|F=0. (34)

The definitions in Eqs. (33) and (34) are not unique but, when
computed in equilibrium (F = 0) and at the same energy
scale (ω ≈ U/2), provide one of the possible measures of the
relative strength between the two mechanisms.

It is interesting to understand whether an increased 
dis or

ph can contribute an enhancement to the current in a similar
way as 
e, see Sec. IV B 1. To do this we separately study the
dependence of J on 
dis and 
ph at F = U/2.

In Fig. 15(a), we display the current J as function of the
disorder dephasing rate 
dis, for a fixed 
e and in absence of
e-ph scattering. We observe an increase of the current J as

20We stress that in the limit g → 0 the phonon dephasing rate 
ph

is also vanishing as the e-ph SE �R
e-ph extrapolates to zero, as one can

see from Eq. (19).
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FIG. 15. (a) Current J as function of the disorder dephasing rate

dis, see Eq. (34), at F = U/2. Green arrows on the curve indicate the
direction of increasing disorder amplitude V 2. (b) Electron SF A(ω)
corresponding to the setup in (a). Notice that increasing V 2 (lowering

dis) reduces the height of the Hubbard bands. Default parameters
can be found in Table I. When present, disorder is treated in the SCB
approximation. (Here U = 8t∗, 
e = 1.5 × 10−2t∗, and g = 0.)


dis grows larger.21 This suggests that as far as the conducting
properties are concerned the effect of an increasing disorder
dephasing rate 
dis is comparable to a larger 
e, see again
Fig. 6(a).

This interpretation seems to be confirmed by the analysis
of the SF for selected values of the SCB disorder amplitude
V 2, see Fig. 15(b). In fact, as for the case in Fig. 8(a) and
especially Fig. 9(a), a reduced dephasing 
dis suppresses the
height of the QPP similar to what happens with a smaller 
e.
In addition, an increased 
dis suppresses the Hubbard bands,
shifting some of the corresponding spectral weight near their
edges, away from the QPP.

21Notice that increasing 
dis corresponds to decreasing V 2.

FIG. 17. (a) Electron SF A(ω) for selected values of ωE and g
at F = 3.8t∗ and V 2 = 0. (Inset) Horizontal arrows highlight the
distance of the small shoulder from the maximum of the UHB,
roughly equal to ωE. (b) Imaginary e-ph SE Im[�R

e-ph(ω)] for the
same setup. Vertical arrows point at the position of the small satellite
peaks located at ω ≈ ±ωE, while horizonal arrows denote the sep-
aration between the subpeaks into which each band is split, which
roughly equals 2ωE. Default parameters can be found in Table I.
When present, disorder is treated in the SCB approximation. (Here
U = 8t∗, 
e = 1.5 × 10−2t∗, and λ = 0.53.)

When disorder is neglected, at F = U/2 the current J
increases22 as the phonon dephasing 
ph grows larger,23 for
a fixed 
e, as can be seen in Fig. 16(a).

The reason why the current J is increased for a larger 
ph is
the creation of states around the Fermi level ω ≈ 0 due to the
leakage of the Hubbard bands directly into the gap, as can be
observed in Fig. 16(b) and corresponding inset. By analyzing
Fig. 16(c), we can easily identify the contribution from the
e-ph scattering to the dissipation as the imaginary �R

e-ph(ω)
shows a clear filling of the gap for increasing 
ph (g).

22It should be noted that the current J shows large oscillations as a
function of 
ph for g � 0.3t∗.

23In contrast to the case displayed in Fig. 15, increasing 
ph corre-
sponds to an increased g.

FIG. 16. (a) Current J as function of the phonon dephasing rate 
ph, see Eq. (33), at F = U/2 in absence of disorder. Green arrows on
the curve indicate the direction of increasing e-ph coupling constant g. (b) Electron SF A(ω) corresponding to the setup in (a). Notice that, in
contrast to the case shown in Fig. 15, increasing g corresponds to increasing 
ph, which reduces the height of the Hubbard bands. Inset shows
a close-up of the in-gap states. (c) Imaginary e-ph SE �R

e-ph corresponding to (b). Default parameters can be found in Table I. When present,
disorder is treated in the SCB approximation. (Here U = 8t∗ and 
e = 1.5 × 10−2t∗.)
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Effect of the phonon frequency. In order to identify the
effects directly related to the phonon frequency we study the
changes in the spectral features when ωE and g are varied so
to have the same value of λ.

In Fig. 17, we show the differences between the configu-
rations (g, ωE) and (g/

√
2, ωE/2), characterized by the same

value of λ at V 2 = 0. Here both A(ω) and Im[�R
e-ph(ω)] pre-

serve their overall shape and have the same order of magnitude
in the two setups. In addition, A(ω) shows a tiny shoulder
which is ∼ωE away from the maximum of the main Hub-
bard band in the two configurations, see Fig. 17(a) and inset
therein. Conversely, the e-ph SE Im[�R

e-ph(ω)] features a split-
ting of its bands which amounts to 2ωE in both cases, see
Fig. 17(b). These results do not change in presence of disorder
(not shown): the spectral features are, in fact, essentially the
same as in the case V 2 = 0 with additional broadening com-
ing from the disorder which makes the identification of the
satellite peaks more difficult.

V. CONCLUSIONS

In this work, we characterize a disordered Mott insulating
system subject to a static electric field in terms of its conduct-
ing properties.

Our main goal is to highlight the interplay between elec-
tronic correlation and e-ph interaction in the context of
disordered systems, especially in the vicinity of a current-
carrying regime. To do so, we first focus on a purely electronic
interacting system both with and without disorder. In the
first setup, the current characteristics look smoother than in
the second one for all the applied field strengths, but no
substantial differences can be appreciated as for the mag-
nitude of the current is concerned. The reason why is that
disorder can only smear out the electronic spectral features
by creating in-gap states near the edges of the Hubbard
bands.

We then consider the influence of a self-consistent op-
tical phonon branch interacting locally with the electrons
of the lattice on top of disorder. In this setup, we observe
that disorder can indeed contribute a slight enhancement
to the steady-state current at off-resonant applied field
strengths, provided that the effective interaction among elec-
trons and phonons is not too large. On the other hand,
when the e-ph interaction is strong disorder effects cannot be
appreciated.

Most importantly, we find that the two dephasing mech-
anisms, disorder and phonons, differ in that electron-phonon
interaction provides states within the band gap while disorder
only contributes a leakage of the spectral weight towards
the gap which is confined to the edge on the Hubbard
bands. This crucial difference can be best appreciated when
the applied field equals half of the band gap. In the ab-
sence of phonons an increased disorder amplitude smears
out the Hubbard bands, decreasing the height of the quasi-
particle peak at around the Fermi level at the same time.
This effectively suppresses the necessary states for electrons
to relax to the lower band. On the other hand, when dis-
order is discarded, an increased electron-phonon coupling
provides more states within the band gap which enhances

TABLE II. Effective temperature of the Hubbard bands THB and
of the quasiparticle peak TQPP for selected values of the electronic
dephasing rate 
e at F = U/2. Temperatures are obtained by fitting
the distribution function Fel(ω) in Fig. 20(a) in the corresponding
regions to a Fermi function. All values are given in units of t∗.

THB TQPP


e = 0.0075 0.166 0.141

e = 0.015 0.201 0.154

e = 0.030 0.0419 0.0439

the current by relaxing more electrons to the lower Hubbard
band.
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APPENDIX A: FLOQUET GREEN’S FUNCTION
APPROACH FOR STATIC ELECTRIC FIELD

We hereby summarize the essential aspects of the Keldysh-
Floquet formalism [49,50,63].

In the Coulomb gauge, a system subject to a constant elec-
tric field preserves the time-translational invariance [17,50]:
the corresponding Green’s function must obey this symmetry
too. Within the temporal gauge, instead, the Green’s function
fulfills the periodicity condition X (t, t ′) = X (t + τ, t ′ + τ )
with τ = 2π/� being the period.24 The Green’s function can
be represented as (for simplicity we drop the crystal momen-
tum k)

X mn(ω) =
∫

dtrel

∫ τ/2

−τ/2

dtav

τ
ei[(ω+m�)t−(ω+n�)t ′]X (t, t ′),

(A1)
where trel = t − t ′ and tav = (t + t ′)/2 are the relative and
average time variables. Any Green’s function of the form (A1)
fulfills the property

X mn(ω) = X m−n,0(ω + n�). (A2)

In Ref. [50], it has been shown that for a static electric field
the only nonvanihing matrix elements of the local electron
GF are precisely the time-averaged time-translation invariant
diagonal components of Eq. (A1). From the shifting property
(A2), one can then reconstruct X nn(ω) from the knowledge of

24We recall that in our units � ≡ F , see Sec. I.
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FIG. 18. (a) Electron spectral occupation function Ne(ω) [see
Eq. (26)] in the CPA and SCB schemes for F = 4t∗. The inset shows
a magnification of the region ω ≈ 0. (b) Same quantity for F = 8t∗.
Default parameters can be found in Table I. (Here U = 8t∗ and

e = 6 × 10−2t∗.)

X 00(ω) alone. By performing the transformations
ω′ = ω + (m + n)�/2,

l = m − n,
(A3)

Eq. (A1) can be recast as

X l (ω
′) =

∫
dtrel

∫ τ/2

−τ/2

dtav

τ
eil�tav+iω′trel X (t, t ′), (A4)

which is usually referred to as the Wigner representation
[17,50].

APPENDIX B: BENCHMARKING SCB AGAINST
CPA - PART II

In order for the comparison between the two disorder
schemes performed in Sec. IV A to be complete, in Fig. 18,

FIG. 19. Electron SF in the CPA and SCB schemes for (a) F ≈
U/3 and (b) ≈2U/3. (c) and (d) show the electron occupation
function Ne(ω) [see Eq. (26)] for the same field strengths. Default
parameters can be found in Table I. (Here U = 8t∗ and 
e = 6 ×
10−2t∗.)

FIG. 20. (a) Nonequilibrium distribution function Fel(ω) [see
Eq. (27)] for F = 4t∗ at selected values of 
e. (b) Same quantity for
F = 8t∗. Default parameters can be found in Table I. (Here U = 8t∗,
V 2 = 0, and g = 0.)

we show the electron spectral occupation function Ne(ω) for
the two main resonances F = U/2, U . Once more, we ob-
serve that for fields compensating half of the band gap the
differences in the two approaches are more pronounced, see
Fig. 18(a), while for fully resonant fields the two curves are
almost on top of each other, see Fig. 18(b).

In Fig. 19, instead, we show both A(ω) and Ne(ω) for the
resonances F ≈ U/3 and 2U/3. For both the field strengths
one can observe the formation of kinks in A(ω) at the position
of the Hubbard bands in the CPA scheme, see Figs. 19(a)
and 19(b). The occupation function Ne(ω) exhibits the same
differences between the two approaches, as it can be seen from
Figs. 19(c) and 19(d).

APPENDIX C: THE NONEQUILIBRIUM DISTRIBUTION
FUNCTION IN ABSENCE OF DISORDER

Here we complement the analysis performed in
Sec. IV B 2, i.e., a setup without disorder and in absence
of phonons, by showing the nonequilibrium distribution
function Fel(ω) [see Eq. (27)] at the resonances F = U/2 and
U for selected values of the electronic dephasing rate 
e.

In Fig. 8, we observed that both A(ω) and Ne(ω) show very
sharp features for an increased electronic dephasing rate 
e,
especially at ω ≈ 0. In Fig. 20, we show the corresponding
nonequilibrium distribution function Fel(ω) for F = U/2 and
U . In the former case, Fel(ω) is meaningful only in the energy
regions ω ≈ ±U/2 and ω ≈ 0, i.e., where the spectral weight
is non-negligible, compare Figs. 8(a) and 20(a). We notice that
Fel(ω) for 
e = 0.03t∗ differs appreciably from the distribu-
tion functions corresponding to lower values of 
e shown in
Fig. 20(a). When the field equals the whole gap, Fig. 20(b),
Fel(ω) has not a clear interpretation, not even around the
energy regions corresponding to the Hubbard bands,25 as it
departs appreciably from a Fermi distribution function. In the
case F = U/2, one can extract the effective temperatures of
the Hubbard bands THB and of the quasiparticle peak TQPP by
fitting Fel(ω) to a Fermi function fF(ω) = {exp[β(ω − μ)] +
1}−1: the results are shown in Table II.

25In general, wherever the spectral weight vanishes the nonequi-
librium distribution function Fel(ω) makes poor sense as it is
proportional to the inverse of the spectrum.
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