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Abstract
Interrupts are fundamental for inter-process and cross-core com-
munication in modern systems. Controlling these communication
mechanisms historically requires switches into the kernel or hyper-
visor, incurring high-performance costs. To alleviate these costs,
Intel introduced new hardware mechanisms to send inter-processor
interrupts (IPIs) from user space without switching into the kernel
and from virtual machines without switching into the hypervisor.
However, it is unclear whether this direct, unsupervised interaction
between unprivileged (or virtualized) workloads and the underlying
hardware introduces a significant change in the attack surface.

In this paper, we present the IPI side channel, a novel side-
channel attack exploiting the recently introduced user interrupts
and IPI virtualization features on Intel Sapphire Rapids and the
upcoming Intel Arrow Lake processors. The IPI side channel is
the first cross-core interrupt detection side channel, allowing an
attacker to monitor interrupts delivered to any physical core of
the same processor. Our attack is based on precise measurements
of the hardware delivery time of interrupts from user space and
virtual machines. More specifically, we exploit that interrupts are
delivered through a cross-core bus, leading to timing variations
on the attacker’s local IPIs. We present multiple case studies to
compare the IPI side channel with the state of the art: First, we
present an unprivileged cross-core covert channel with a native
true capacity of 434.7 kbit/s (𝑛=100, 𝜎𝑥=0.03) and a cross-VM capac-
ity of 3.45 kbit/s (𝑛=100, 𝜎𝑥=0.01). Second, we demonstrate a native
inter-keystroke timing attack with an 𝐹1 score of 97.9 %. Third, we
present an open-world website fingerprinting attack on the top 100
websites, achieving an 𝐹1 score of 89.0 % in a native scenario and
an 𝐹1 score of 71.0 % in a cross-VM (thin client) scenario. Further-
more, we discuss the broader context of the IPI side channels and
categorize interrupt side channels and mitigations.
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1 Introduction
Modern computer systems are highly parallelized, with hundreds
of tasks with different privileges and access permissions that are
isolated from each other through process isolation or virtualization.
Process isolation and virtualization are enforced by the hardware
and configured by privileged software, e.g., operating system or
hypervisor [33]. However, tasks still frequently need to commu-
nicate with each other, e.g., to exchange data or synchronize op-
erations, the system software provides means for cross-process
and cross-core communication, including shared memory, signals,
pipes, and various interrupts. All of these mechanisms require in-
teraction with the system software, in some cases, e.g., for signal
and interrupts, even for every single instance. As this incurs high
context switch overheads, Intel introduced two new features called
user interrupts [35] and IPI virtualization on Intel Sapphire Rapids
processors. While these features are currently only available on
Xeon CPUs, they will be available on the next generation of Intel
consumer CPUs called Arrow Lake. User interrupts and IPI virtu-
alization are intended to minimize cross-process and cross-core
communication overheads by allowing user tasks and virtual ma-
chines to directly send and receive interrupts without invoking the
kernel or hypervisor.

Side-channel attacks exploit information channels that carry
information derived from a secret value. In particular, timing side-
channel attacks [40] gained a significant amount of attention as
they can easily be mounted by an adversary controlling a piece
of software on a victim system [63], or even remotely [4]. Besides
caches as a popular attack target [25, 60, 104], also other microar-
chitectural components have been attacked [1, 16, 17, 20, 64]. Sev-
eral works studied information leakage from interrupt timings, as
they carry information about user input, e.g., mouse movements or
keystroke presses on the keyboard, which typically trigger inter-
rupts [13, 67, 80, 106]. If an attacker can accurately detect interrupts,
they can infer the inter-keystroke timings, and consequently the
written text, in a side-channel attack [81, 105]. Recent works also
demonstrated these attacks from JavaScript [46]. Another common
attack scenario using the interrupt channel is website- or video-
fingerprinting. Cook et al. [13] used interrupt detection with a hot
loop to mount a website fingerprinting attack. Zhang et al. [106]
and Rauscher et al. [67] exploited interrupt detection to fingerprint
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websites and videos. These previous works on interrupt side chan-
nels achieved high 𝐹1 scores in fingerprinting scenarios. However,
they require physical placement of the attacker on the specific phys-
ical core that receives the interrupts. Hence, if the attacker cannot
run on the core receiving the interrupts, these attacks are thwarted.

Therefore, we ask the following questions:
How can an attacker observe interrupts received by other cores? Do
the unprivileged user interrupts and the IPI virtualization features
facilitate new interrupt side-channel attacks?

In this paper, we present the IPI side channel, the first cross-core
cross-VM interrupt side channel: Our attack observes all interrupts
irrespective of the interrupt target cores, i.e., the victim can run
on any other core, in a different process or virtual machine. We
exploit the recently introduced user interrupts and IPI virtualization
features on Intel Sapphire Rapids and the upcoming Intel Arrow
Lake processors. User interrupts allow an attacker to send inter-
processor interrupts (IPIs) to the attacker’s own threads without
any privileges and measure their delivery time. IPI virtualization
allows an attacker to send IPIs inside of virtual machines without
hypervisor intervention allowing for precise IPI timemeasurements.
Our IPI side channel exploits that even when IPIs do not go to
the attacker’s own core, they run through a cross-core system
bus [30]. Consequently, any activity on the system bus leads to
timing variations on the attacker’s local IPIs.

We evaluate the IPI side channel in multiple case studies and com-
pare it with other state-of-the-art side channels: First, we present a
cross-core covert channel between two unprivileged user processes
using user interrupts and a cross-core covert channel between two
virtual machines using virtualized IPIs. We achieve a true capacity
of 434.7 kbit/s (𝑛=100, 𝜎𝑥=0.03) in a native scenario and 3.45 kbit/s
(𝑛=100, 𝜎𝑥=0.03) in a cross-VM scenario. Second, we demonstrate
an inter-keystroke timing attack using user interrupts with an 𝐹1
score of 97.9 %. Third, we present a website fingerprinting side-
channel attack on the top 100 websites. We evaluate our attack
both in a closed-world native fingerprinting scenario, achieving
an 𝐹1 score of 91.7 %, and in an open-world native fingerprinting
scenario with an additional class for other websites, achieving an
𝐹1 score of 89.0%. Furthermore, we demonstrate our website fin-
gerprinting attack in a cross-VM attack achieving an 𝐹1 scores of
80.4 % (closed-world) and 71.0 % (open-world).

Our IPI side channel is a significant improvement over prior
interrupt side-channel attacks: Prior IPI side channels either relied
on a software interface that is easy to constrain and already con-
strained on many systems [19], or on same-physical-core interrupt
detection techniques [13, 46, 67, 74]. Unrestricted cross-core and
cross-VM interrupt detection substantially shifts the threat model,
enabling attacks regardless of where attacker or victim are sched-
uled and which core receives the interrupts. We discuss this context
of our work as well as mitigations against interrupt side channels.

To summarize, we make the following contributions:

• We present the first cross-VM cross-core interrupt detection
side-channel attack, based on direct access to IPIs from user
space (user IPIs) and virtual machines (virtualized IPIs).

• We show that the IPI side channel can be used to leak up
to 434.7 kbit/s (𝑛=100, 𝜎𝑥=0.03) in a native cross-core covert
channel and 3.45 kbit/s (𝑛=100, 𝜎𝑥=0.03) cross-VM.

• We present a native inter-keystroke timing attack exploiting
the IPI side channel with an 𝐹1 score of 97.9 %.

• We present website-fingerprinting attacks with 𝐹1 scores of
91.7% (closed-world) and 89.0% (open-world) with native
user IPIs, and 80.4 % (closed-world) and 71.0 % (open-world)
in a cross-VM scenario without attacker access to the core
receiving the victim interrupts.

Outline. Section 2 provides background on side channels and in-
terrupt detection. Section 3 explains user interrupts and IPI virtual-
ization and discusses the basic idea of the IPI side channel. Section 4
evaluates the IPI side channel using native and cross-VM cross-core
covert channel. Section 5 presents our inter-keystroke timing side-
channel attack. Section 6 presents our website fingerprinting attack
in a closed- and an open-world scenario. Section 7 presents our
systematic comparison of published interrupt side-channel attacks
and mitigations and discusses related work. Section 8 concludes.

Responsible Disclosure. We responsibly disclosed our findings to
Intel (February 21, 2024) and shared a paper draft with them. Intel
recommends software authors follow Intel’s software guidance on
side-channel resistance.

2 Background
In this section, we provide background on side-channel attacks,
interrupt detection, and website fingerprinting attacks as a typical
side-channel evaluation scenario.

2.1 Hardware-based Virtualization
Virtualization allows running a full system (kernel and userspace
programs) inside a virtual environment. A hypervisor monitors
and manages these virtual machines (VMs) and mediates access to
the hardware. Initial virtualization technology was based on full
system emulation and later para-virtualization [95]. To reduce the
performance overheads of these purely software-based solutions,
hardware vendors introduced instruction set extensions to drasti-
cally improve the performance of virtualization. Intel introduced
their Virtualization Technology extension (VT-x) [89], featuring
a new CPU execution mode allowing a hypervisor to run at a
higher privilege level than the operating system (i.e., VMX root
operation) [33]. The hypervisor controls a VM control structure
to configure the VM. Accessing hardware resources or interacting
with the hypervisor is done through interrupts or vmcall, which
trigger VM exit operations, handing over control to the hypervisor.
However, context switches from and to a VM are expensive [44] as
they require configuring the VM control structures and often the
flushing of buffers and even caches [98]. Consequently, to optimize
the performance of systems running VMs, it is crucial to avoid ex-
pensive context switch mechanisms [44]. Following this intuition,
Intel also introduced more hardware extensions to facilitate the
reduction of context switches. A recent addition in this direction is
IPI virtualization [31], introduced with Intel Xeon Sapphire Rapids
and Arrow Lake CPUs. IPI virtualization allows VMs to directly
send IPIs without the expensive switch to the hypervisor [31].
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2.2 Side-Channel Attacks
Instead of exploiting software vulnerabilities, side channels ex-
ploit side effects of the implementation such as timing [40], power
consumption [41], or radiation [66]. Many works focus on cryp-
tographic primitives [4, 6, 40], leaking keys of vulnerable cryp-
tographic implementations of e.g., AES [4, 60], RSA [6, 104], or
ECDSA [103]. More recent works also focus on leakage on the
system level, e.g., kernel information [29], user input [23, 57, 69],
and other system activity [21]. Several works attempt to automate
side-channel attacks, especially software-based side-channel at-
tacks [7, 18, 23, 68, 78]. Among software-based side channels, espe-
cially cache side channels have taken a central role in the system
security research community with generic techniques like Flush+
Reload [104], Prime+Probe [50, 54, 60], and Flush+Flush [22]. Ob-
serving inter-keystroke timings is an interesting target for side-
channel attacks, as it bypasses the security guarantees of any cryp-
tographic algorithm applied by targeting the user’s password in-
stead [57]. Attacks on keystrokes are also difficult to mitigate as
they run through an extensive code path: The software starts han-
dling an interrupt in low-level kernel interrupt handler code and
goes through kernel processing, library processing, and application
processing until the keystroke shows a visual response to the user or
is transmitted to the target buffer [74]. Inter-keystroke timings con-
tain so much information that an attacker cannot only infer typed
text [57] but also obtain privacy-related information, e.g., identify
specific users [57]. Many works use machine learning to derive the
secret input from the inter-keystroke timing trace [80, 81, 105].

In a more controlled setting, covert channels are a standard
means to evaluate a side channel. In practice, covert channels can
be relevant to exfiltrate secrets from co-located VMs [53, 55, 84, 101].
Covert channels are suitable to estimate the amount of noise and
accuracy of a channel, and consequently, to provide a practical
upper bounds for the leakage rate of the side channel [55]. Covert
channels exploiting SMT, i.e., two workloads share a physical core,
and covert channels exploiting the cache, often reach the range of
multiple megabytes per second [22, 70]. However, covert channels
on other microarchitectural elements are often in the range of a
few bytes per second [16, 101].

2.3 Interrupt Detection
Interrupts are commonly categorized into interrupts, faults, and
traps [33]: Traps are intentionally configured to interrupt a process
when a certain condition is reached. This can, for instance, be a
certain memory access or reaching a specific location in the code.
Faults occur when the processor cannot handle an issue in the
instruction stream, handing over control to the operating system
to decide what to do. Examples for faults are page faults, general
protection faults, or a division by zero. Interrupts occur upon events
that are not part of the implemented instruction stream of the pro-
gram. For instance, keystrokes can occur at any time and need to
interrupt the running workload. The same also holds for other exter-
nal interrupt sources, including network interrupts, disk interrupts,
or interrupts caused by other input devices, e.g., the mouse. Conse-
quently, prior work showed that observing interrupts, inherently
allows to spy on these events [15, 46, 80] or even learn about the
interrupted instruction stream [92]. Hence, observing interrupts

and mitigating their observability has been identified as a direct
path to inter-keystroke attacks and their mitigation [74].

Schwarz et al. [74] exploited that jumps in the timestamps re-
turned by the rdtsc instruction indicate whether an interrupt oc-
curred. Lipp et al. [46] demonstrated a similar attack using a JavaScript-
based counting thread. Zhang et al. [106] and Rauscher et al. [67]
exploited the umwait and tpause instructions to detect interrupts.
They evaluated their attacks inwebsite fingerprinting attacks, video-
fingerprinting attacks, inter-keystroke detection, and covert chan-
nels to measure the side-channel capacity.

2.4 Website Fingerprinting
Website fingerprinting is a common side-channel evaluation sce-
nario, i.e., it serves as a benchmark to compare performance side
channels. Consequently, there is a broad range of different side
channels that perform website fingerprinting attacks, reporting
various accuracies: Spreitzer et al. [82] achieved an accuracy of
89 % on 100 websites using the data-usage statistics on Android.
Jana et al. [37] exploited the memory usage statistics of browsers
and reported an accuracy between 30 % and 50 % for the top 100 000
websites. Gulmezoglu et al. [26] used hardware performance events
and achieved accuracy of 86.3 % on 40 websites. Qin and Yue [65]
used the power side channel on Android to fingerprint websites,
achieving an accuracy of 55 %. Shusterman et al. [79] reported a
website fingerprinting accuracy between 45.4 % (on the Tor browser)
and 91.4 % (in the best case). Cook et al. [13] reported an accuracy
of up to 97.2 % in an open-world website fingerprinting scenario
and up to 96.6 % in a closed-world website fingerprinting scenario
with the top 100 websites, based on an interrupt timing side chan-
nel similar to that of Lipp et al. [46]. Zhang et al. [106] monitored
interrupts using idle states from native code and reported an 𝐹1
score of 70 % over the Alexa top 100 websites. In a similar attack,
Rauscher et al. [67] achieved 𝐹1 scores of 85.2 % and 93.1% in an
open- and closed-world evaluation over the Alexa top 100 websites.

3 IPI Side Channel
In this section, we present the attack primitive we use for cross-
core and cross-VM interrupt detection. We provide an overview
of user interrupts and how they can be triggered and received in
userspace by an unprivileged attacker. We then provide an overview
of IPI virtualization, allowing a VM to send inter-processor inter-
rupts (IPIs) without hypervisor intervention, allowing for precise
observation of their behavior and side effects. Lastly, we show the
potential timing leakage of these new interrupt features to build an
attack primitive. With these attack primitives, we can observe other
interrupts on the same CPU to leak information from co-located
workloads, such as network activity or keystrokes.

3.1 User Interrupts
User interrupts were introduced with the Intel Xeon Sapphire
Rapids CPUs. The user interrupts feature will also be available
on the upcoming Arrow Lake consumer CPUs. They allow the user
to send and receive user inter-processor interrupts (user IPIs) using
the senduipi instruction. Additionally, the system software can
post user interrupts and send user-interrupt notifications. User IPIs,
in particular, allow for fast inter-process communication.
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At the time of writing, user interrupts are not officially supported
by the Linux kernel. For our experiments, we use Linux with the
official Intel implementation for user interrupt support [35]. While
we use Intel’s official patch, the exact software support implementa-
tion does not affect our results, as the attacks proposed in this paper
rely mainly on the hardware implementation of user interrupts.

Both sending and receiving user IPIs is only possible in user
space. If a user IPI is sent while the receiver thread is in kernel space
or not running, the user IPI is buffered until the receiver thread is
scheduled in user space. To allow for fast delivery when the receiver
thread is running, the operating system reserves an interrupt vector
in the advanced programmable interrupt controller (APIC) for user
interrupts called the user-interrupt notification vector (UINV). The
senduipi instruction sends an IPI with vector UINV to the core the
receiver thread is running on. When the APIC receives an interrupt
with the vector UINV, the CPU automatically performs checks for
outstanding user interrupts instead of performing normal interrupt
handling through the interrupt descriptor table (IDT). If the current
thread has outstanding user interrupts, a user interrupt is triggered
if the thread is in user space or set to pending if it is in the kernel.
The CPU also checks for pending user interrupts when a thread
state is restored, e.g., on a context switch.

While sending and receiving user IPIs can be done entirely in
user space, user interrupts require support from the kernel. Among
other things, the kernel manages the target cores for user interrupts,
stores the handler address for the interrupts, determines which
user interrupts are currently active, and which threads can receive
which user interrupts. Specifically, in the setup process of user
interrupts, support by the kernel is required. Intel proposes syscalls
for registering and unregistering an interrupt handler as well as
interrupt vectors for the receiver. Registering an interrupt vector
as a receiver returns a file descriptor. Another thread can use this
file descriptor to register as a sender for a given interrupt vector
[35]. After the initial setup, the sender can trigger user IPIs with
the senduipi instruction. Consequently, it is only possible for a
thread to send user IPIs to threads that opt-in to receive them and
only if the receiver shares the file descriptor with them.

The delivery delay of user IPIs and POSIX signals is shown in
Figure 1. We measure the delay by executing rdtsc right before
sending the POSIX signal or user IPI and as the first instruction
in the handler function. The difference between the two TSC val-
ues is the minimum time between the signal or IPI being sent and
the handler being executed from the user’s perspective. User IPIs
perform better by a factor of 4 with a delay of only 1256.4 cycles
(𝑛=106, 𝜎𝑥=0.05) compared to POSIX signals at 5179.6 cycles (𝑛=106,
𝜎𝑥=0.29). When the sender and receiver are the same thread, user
IPIs perform better by a factor of 3 with a delay of only 726.8 cy-
cles (𝑛=106, 𝜎𝑥=0.06) compared to POSIX signals at 2398.0 cycles
(𝑛=106, 𝜎𝑥=0.07). POSIX signals have a significant kernel overhead,
as sending a signal involves a syscall, which then delivers the signal,
possibly by sending a regular IPI or setting it pending, waiting for
the receiver to detect it. User IPIs have no significant kernel over-
head, resulting in fast delivery times. These results show that user
IPIs are a valuable addition for fast inter-process communication.

3.2 IPI Virtualization
IPI virtualization was introduced with the Intel Xeon Sapphire
Rapids CPUs and Intel Arrow Lake CPUs. Furthermore, IPI virtual-
ization will be available on Arrow Lake CPUs, the next generation
of consumer Intel CPUs. This feature allows a VM to post IPIs with-
out generating a VM exit. Contrary to user IPIs, IPI virtualization
is already part of the Linux kernel and is activated per default (if
available) with KVM since Linux 6.0 [38].

While it was already possible for the host to send so-called vir-
tual interrupts to running VMs on a different core using the process
posted interrupts feature and for the guest to receive them through
virtual interrupt delivery without a VM exit, a VM couldn’t send
IPIs without causing a VM exit. Similar to user IPIs, posted-interrupt
processing uses an interrupt vector that the operating system can
designate for virtual interrupts. When a core running a VM receives
such an interrupt, the core will check for any open posted inter-
rupts and trigger them immediately, if possible. Previously, when
sending IPIs, writes to the corresponding advanced programmable
interrupt controller (APIC) field would cause a VM exit. With IPI
virtualization, these writes are virtualized and post interrupts di-
rectly, using the posted-interrupt processing mechanism. Thus, the
guest can send IPIs between cores without VM exits while sender
and receiver are running, reducing the overhead of IPIs in VMs sig-
nificantly. According to an Intel engineer, this reduces the delivery
time of IPIs inside of VMs by up to 22.21 % [24]. As operating sys-
tems regularly use IPIs for functionalities such as TLB shootdowns,
faster IPI processing can have a significant performance impact on
inter-processor communication. Furthermore, this feature allows
VMs to also take full advantage of user IPIs, as user IPIs can use IPI
virtualization to not cause VM exits.

3.3 Timing Behaviour
In this section, we discuss the timing behavior of user IPIs and IPIs
sent through IPI virtualization.

3.3.1 User IPIs. To determine the impact of other interrupts on
the delivery time of user IPIs, we ran a measurement thread that
continuously sends user IPIs to itself and measures the time be-
tween the senduipi instruction and the interrupt service routine
using rdtsc. An example of the measurement code is shown in
Listing 1. We trigger different interrupt types to arrive on other
cores. Figure 2 shows the result of these measurements. To provide
a better overview, we filtered all measurements in the typical user
IPI delivery range from the core to itself (< 900 cycles). We grouped
the remaining interrupts into 10 million cycle large bins. Figure 2
shows howmany unusually slow user IPIs were measured at a given
time. We refer to this trace as an interrupt trace. We performed these
measurements with a download in the background and the network
interrupts arriving on a different core (Figure 2a), with a different
thread sending user IPIs to another thread (Figure 2b), and a differ-
ent thread sending regular IPIs (TLB shootdowns) to another thread
(Figure 2c). In Figure 2a, the download starts at ≈ 10 billion cycles,
resulting in a slight increase in unusually slow interrupts. The
download ends at ≈ 20 billion cycles, resulting in a slight increase
in unusually slow interrupts. In Figure 2b, the user IPIs start at ≈ 16
billion cycles, with a drastic increase in unusually slow interrupts.
This increase is significantly higher than for network interrupts, as
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Figure 1: User IPI and POSIX signal delivery time in cycles. User IPIs are 4 times faster (3 in case of a self-interrupt).

1 volatile size_t end;
2

3 void __attribute__ (( interrupt))
4 handler(struct __uintr_frame *,
-> unsigned long) {

5 end = rdtsc();
6 }
7 void attack () {
8 int ret =
-> uintr_register_handler(handler , 0);

9 int uintr_fd = uintr_create_fd (1, 0);
10 stui();
11 int uipi_handle =

-> uintr_register_sender(uintr_fd , 0);
12

13 for (;;) {
14 end = 0;
15 size_t start = rdtsc();
16 senduipi(uipi_handle);
17 while (!end);
18 auto x = end -start;
19 if (x < 900) continue;
20 //<interrupt detected >
21 //<further processing >
22 }
23 }

Listing 1: User-interrupt side-channel measurement code.

the user IPIs are sent at a significantly higher frequency than the
typical arrival rate of network packets. The interrupt trace reaches
almost 0 at ≈ 25 billion cycles when the user IPIs stop. In Figure 2c,
the regular IPIs start at ≈ 20 billion cycles, resulting in a drastic
increase in unusually slow interrupts. The interrupt trace reaches
almost 0 at ≈ 45 billion cycles when the IPIs stop.

3.3.2 IPI virtualization. To determine the impact of other inter-
rupts on the delivery time of IPIs inside VMs, we ran a measurement
thread that continuously sends IPIs to itself inside of a VM (virtu-
alized IPIs) and measures the time between the interrupt sent and
the interrupt service routine using rdtsc. While the core sends
IPIs to itself, we do not use self-IPIs. Self-IPIs are a special kind of
IPI that allow a core to send an IPI to itself with low-performance
overhead. As self-IPIs are not targeting other cores, they do not
cause any contention on the shared system bus. Instead, we use
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Figure 2: User IPI timings with different tasks generating
interrupts on other cores in the background.

regular IPIs, which allow for a target core to be specified, which
we set to the core that sends the IPI. This will trigger an IPI that
is sent out to the system bus and received by the core, making
it affected by possible contention. Such measurements on an idle
system are shown in Figure 3. An IPI from a core to itself takes
2148.1 (𝑛=15 ∗ 106, 𝜎𝑥=68.3) cycles.

Our measurement code consists of a kernel module that registers
a custom interrupt handler, repeatedly sends virtualized IPIs to it-
self, and measures the delivery time. We trigger different interrupt
types to arrive on other cores. Figure 4 shows the result of these
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Figure 3: IPI timings of a core sending an IPI to itself.
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Figure 4: IPI timings with different tasks generating inter-
rupts on other cores inside of VMs in the background.

measurements. To provide a better overview, we filtered all mea-
surements in the typical IPI delivery range from the core to itself
(< 2200 cycles). We grouped the remaining interrupts into 10ms
large bins. Figure 4 shows how many unusually slow IPIs were mea-
sured at a given time. We performed these measurements with a
download in a separate VM, and the network interrupts arriving on
a different core (Figure 4a) and a different thread in a VM sending
regular IPIs (TLB shootdowns) to another thread (Figure 4b). In
Figure 2a, the download starts at 4 000ms, drastically increasing
the number of unusually slow interrupts. The download ends at
16 000ms, resulting in a slight increase in unusually slow interrupts.
In Figure 4b, the IPIs start at 5 000ms, increasing the number of
unusually slow interrupts. The interrupt trace goes back to almost
0 at 13 000ms when the IPIs stop. The external interrupts from
downloads, such as shown in Figure 4a, seem to have a significantly
higher impact on the IPI latency than IPIs shown in Figure 4b.

3.3.3 Conclusion. These measurements show that it is possible to
detect external interrupts and other IPIs, originating and targeting
cores independent of the attacker. We assume this timing behav-
ior results from contention on a shared bus used for delivering
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Figure 5: Difference between a ‘1’ and a ‘0’ for our user IPI
covert channel.

interrupts. According to the Intel manual, this shared bus is the
system bus on Xeon CPUs [32]. Despite this, we cannot detect other
events that should result in an access to the system bus, such as
cache coherency-related events between cores. Furthermore, we
cannot detect other system activity, such as a high amount of cache
evictions on other cores or from the shared L3 using the IPI side
channel. This is not surprising, as cache evictions from other cores
or the L3 should not significantly affect the attacker core due to
the non-inclusive L3 of the Xeon CPU used. Therefore, even if the
cache lines of the attacker are evicted from the L3 by other cores,
they stay in the private L1 and L2 of the attacker’s core. The IPI
side-channel signal also disappears when replacing the IPI measure-
ment code with a cache attacker or constant time code, or turning
off IPI virtualization in case of the cross-VM attack. This further
validates that the signal stems from the IPI delivery delay.

4 Covert Channel
In this section, we present a cross-core and a cross-VM covert
channel based on the IPI side channel. The covert channel is based
on the performance impact other interrupts on the system have
on user IPIs and virtualized IPIs. Covert channels are the most
commonly used scenario to evaluate new side channels [85].

4.1 Covert Channel Design
In this section, we provide a high-level overview of our user-interrupt
covert channel. We use time-slicing in combination with the IPI
side channel shown in Section 3.3 to transmit data.

We transmit data by either performing user IPIs (native) or vir-
tualized IPIs (cross-VM) in the sender or by busy waiting and mea-
suring the time IPIs take in the receiver. When a ‘1’-bit is sent, the
sender sends IPIs to itself, and when a ‘0’-bit is sent, the sender busy
waits. The receiver sends IPIs to itself and measures the timings.

The timings for the ‘1’ and ‘0’ cases for user IPIs are provided
in Figure 5. A ‘1’-bit results in measured user IPI timings of 785.4
cycles (𝑛=8 · 109, 𝜎𝑥=0.023) and a ‘0’-bit results in 735.7 cycles
(𝑛=8 · 109, 𝜎𝑥=0.003) making them clearly distinguishable. Despite
this clear difference in the average IPI time, both cases significantly
overlap, as shown in Figure 5. This overlap results in a noisy but
still functional covert channel.

The timings for the cross-VM covert channel in a sample trans-
mission are shown in Figure 6. A ‘1’-bit results in frequent spikes
in the transmission time, while there are no spikes when a ‘0’-bit
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Figure 6: Example transmission of our cross-VM covert chan-
nel using virtualized IPIs.

Figure 7: Overview over a short sample transmission using
user IPIs. When a ‘1’ is sent, the sender runs self-user IPIs,
slowing down the receiver’s user IPIs. When a ‘0’ is sent, the
sender busy waits, which does not affect the receiver’s user
IPIs.

is transmitted. The base latency of IPIs inside of VMs changes fre-
quently, as shown in Figure 6, where the base latency is at ≈2 100
cycles for the first half of this example and at ≈2 250 cycles for
the second half. This frequent change in the base latency is most
likely due to other system events. A higher base latency also lessens
the effect other IPIs have on the receiver’s IPI latency. While the
frequently changing base latency does make it more challenging to
extract the sent bits, they are still distinguishable.

To synchronize the covert channel, we use the processor’s time
stamp counter (TSC) with the rdtsc instruction. The transmission
for the native covert channel starts at a fixed TSC value or TSC
modulo overflow. This reliably synchronizes sender and receiver.
There is no direct communication between the sender and receiver.
In the cross-VM covert channel, the initial synchronization occurs
through the sender transmitting an initialization sequence, as the
two VMs do not share the same TSC. Despite this, the TSC still
increments at the same rate, allowing us to use it for further syn-
chronization after establishing the beginning of the transmission.

The transmission itself is divided into fixed-sized transmission
windows. Within each transmission window, one bit is sent. To
send a bit, the sender either sends IPIs to itself throughout the
transmission window or busy waits. The receiver continuously
sends the IPIs to itself. After the transmission window is finished,
the receiver determines the bit received using the timings of all its
IPIs within this window.
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Figure 8: The raw capacity and corresponding bit error ratio
of our covert channel, as well as the resulting true capacity.
The optimal true capacity is reached at a raw capacity of
1 726.6kbit/s and a bit error ratio of 25.3% (𝑛=100, 𝜎𝑥=1.4).

Figure 7 provides an overview of a typical transmission. In the
first transmission window, the sender continuously sends IPIs to
itself, slowing the IPIs of the receiver down to transmit a ‘1’. In the
second window, the sender busy waits, not affecting the receiver, to
transmit a ‘0’. Finally, in the third window, the sender, again, sends
IPIs to itself, slowing the IPIs of the receiver down to transmit a ‘1’.
This results in the transmission of the bit sequence ‘101’.

4.2 Evaluation
We evaluate our covert channel using random data on an Intel
Xeon Silver 4410T. We tested two scenarios, native using user IPIs
and cross-VM using virtualized IPIs. The sender and receiver run
in separate processes, or VMs in the case of cross-VM, and are
scheduled on two separate physical cores. Furthermore, we assume
that there is no legitimate communication channel between them.

To determine the optimal transmission speed, we evaluate the
covert channel for different transmission window lengths and
record the raw capacity and bit error ratio. As our channel is based
on time slices, decreasing the transmission window length increases
the raw capacity. With a decrease in window length, the bit error
ratio may increase, as there is less time for the receiver to determine
the sent bit correctly. This decreases the true-channel capacity if the
window length is too short due to the higher bit error ratio. To de-
termine the optimal window length, we compute the true capacity
of our channel using the binary symmetric channel model.1

Native. We take the average for the true capacity and the bit
error ratio over 100 runs for each transmission window length.
The results of our optimization are shown in Figure 8. The user-
interrupt covert channel is noisy due to the low attack margin
(see Figure 5). Furthermore, our covert channel is affected by all
external interrupts and IPIs on the same CPU, resulting in a high bit
error ratio. The optimal transmission speed of 434.7 kbit/s (𝑛=100,
𝜎𝑥=0.03) is reached at a raw capacity of 1 726.6 kbit/s and a bit error
ratio of 25.3 % (𝑛=100, 𝜎𝑥=1.4). With a raw capacity higher than
1 726.6 kbit/s, the bit error ratio increases significantly, leading to a
lower true capacity.

1We compute the true channel capacity𝑇 as𝑇 = 𝐶 · (1 + ( (1 − 𝑝 ) · log2 (1 − 𝑝 ) +
𝑝 · log2 (𝑝 ) ) ) where𝐶 is the raw bit-rate and 𝑝 the bit-error probability.
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Figure 9: The channel capacity of our native covert channel
with an increasing amount of interrupt noise using IPIs. The
capacity is unaffected until a interrupts noise of ≈600kI/s
interrupts per second and drops to ≈0 bit/s at ≈10MI/s. As a
reference point, the NVMe SSD that is part of our test system
can generate up to ≈50kI/s.

Cross-VM. We optimized the cross-VM covert channel by hand
due to the additional challenge of the initial synchronization of
sender and receiver and the constantly changing base IPI latency
in a VM scenario. This covert channel is affected by all external
interrupts and IPIs on the same CPU, as well as further noise from
the VMs, resulting in a high bit error ratio. Our cross-VM covert
channel has a true capacity of 3.45 kbit/s (𝑛=100, 𝜎𝑥=0.01) and a bit
error ratio of 18.9 % (𝑛=100, 𝜎𝑥=0,01). This lower capacity compared
to the native scenario is the result of further noise introduced by
the VM scenario, as well as the constantly changing base IPI latency,
which makes bit extraction more challenging.

Noise Resilience. To determine the noise resilience of the IPI side
channel, we ran our native covert channel with a variety of stressors.
We ran the stressors and the attack on separate cores to rule out
a drop in capacity due to the attacker not being scheduled, as we
want to focus on the noise directly generated by the stressors. We
used the stress-ng CPU benchmark to generate compute-intense
noise and the stress-ng I/O benchmark to generate noise through
constant disk accesses and, therefore, NVMe SSD interrupts. As
expected, the CPU benchmark does not negatively influence the
channel capacity when all cores run the stress-ng CPU stressor
except for the sender and receiver cores. The stress-ng I/O stressor
also does not influence the channel capacity. While the stress-ng I/O
benchmark does constantly generate disk accesses, even in this high
I/O scenario, our NVMe SSD only generates ≈50k interrupts per
second (I/s), which is significantly lower than the covert channel’s
≈2MI/s. The interrupt stress generated by the NVMe SSD is too
low to impact the attack significantly.

To determine the interrupt frequency required to affect the chan-
nel capacity, we ran additional measurements using a custom in-
terrupt stressor that generates IPIs on other cores at various fre-
quencies. The results of these measurements are shown in Figure 9.
The channel capacity starts to be affected by the other interrupts
at ≈600 kI/s, dropping from 434.7 kbit/s to 391.9 kbit/s, slowly de-
creasing with more interrupt noise. The channel reaches a capacity
of ≈0 bit/s at ≈10MI/s. Our NVMe SSD was only able to generate
≈50 kI/s in our tests, which is significantly lower than the ≈600 kI/s
required to measurably affect the channel.

PreviousWork. Saileshwar et al. [70] exploit contention on shared
hardware resources on the CPU and achieve a cross-core capacity
of 14.4Mbit/s using shared addresses. Gruss et al. [22] time the
clflush instruction to detect if a cache line is present in shared
memory and achieve a cross-core capacity of 3.4Mbit/s. Liu et al.
[50] use Prime+Probe on the L3 with a capacity of 600 kbit/s, only
slightly faster than our attack.While some of these attacks are faster,
they require either information about physical memory, addressing
functions, or shared memory with the main goal of observing cache
accesses. Our attacks require access to IPIs with the main goal
of observing the delivery of other IPIs and interrupts. The most
closely related covert channel is by Rauscher et al. [67], using the
new tpause instruction to detect interrupts and other events on
the same physical core, achieving a true capacity of 656 kbit/s with
an error rate of 9.2%. While our attack is slightly slower with
434.7 kbit/s, we can detect interrupts from other physical cores.

5 Keystroke Detection
In this section, we present our inter-keystroke timing attack using
user interrupts. Contrary to previous interrupt detection-based
attacks, our attacker is not required to run on the physical core that
receives the victim’s keyboard interrupts. Instead, we measure the
IPI delivery time of IPIs from the attacker core to itself to detect
them. We do not directly infer text from these measurements but
instead use them to determine the channel quality by comparing
our measurements with the keystroke-timing ground truth. Few
works recover text from timings, e.g., Song et al. [81], as this has
become a standard but training-intense machine learning task.

5.1 Threat Model and Attack Setup
We run our measurements on an Intel Xeon Silver 4410T CPU
with Ubuntu 22.04 and the Linux 6.0 kernel published by Intel [35]
that supports user interrupts. We assume that the attacker can
run unprivileged code on the victim system and has access to a
high-precision timer, e.g., rdtsc. The attacker may be running
on an isolated core that does not receive or handle any hardware
interrupts. Finally, we assume that a user is providing input to the
system via keystrokes while the attacker program is running.

5.2 Attack Evaluation
For our inter-keystroke timing attack, the attacker continuously
sends user IPIs to itself. By monitoring the time until the user
IPI is handled, we can observe whether other system events, e.g.,
keyboard interrupts.

As the raw user IPI timings can be noisy, we apply a moving
minimum filter, which returns the minimal timing observed in a
400 sample window. Figure 10 shows a trace of the filtered user
IPI timings while a user is typing on the system. We can observe a
distinctive pattern with 3 upward ticks in the user IPI delay. Based
on this pattern, we can detect keystrokes using a similarity measure
with a sliding window over a trace, e.g., with a window size of 200
million cycles.

We evaluated our attack with a human typing on the keyboard
into a program measuring the ground truth. Based on this ground
truth, we computed the false negative and false positive rate, as
well as the temporal deviation from the ground truth. Overall, we
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Table 1: Keystroke Detection Rates and 𝐹1 Scores reported in other works.

Paper Co-location Detection Rate 𝐹1 Score Temporal Standard Deviation
our work cross-core 98.2 % 97.9 % 6.15ms

Schwarz et al. [74] same core 100 % 94% ≈1ms
Rauscher et al. [67] same core 94.1 % 90.5 % 0.95ms

Lipp et al. [46] same core 81.75 % n/a n/a
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Figure 10: Keystroke detection using user IPIs. For visual-
ization purposes, we filtered the noise by only plotting the
minimum delay of 400 measurements each. At every key-
stroke, indicated by red arrows, there are 3 distinct upward
ticks in the user IPI delays, making them distinguishable
from background noise.

have a ground-truth trace with 571 keystrokes. The trace recorded
with our IPI side channel contains 575 keystrokes. However, 14 of
these keystrokes were false positives, meaning that we also had
10 false negative keystrokes, i.e., only 561 true positive keystroke
detections. Consequently, we have a precision of 97.6 % and a recall
of 98.2 %. Based on this, we compute an 𝐹1 score of 97.9 %. This is
slightly higher than the 𝐹1 scores and identification rates reported
in other works, as shown in Table 1.

On the temporal scale, we observe a slightly higher standard
deviation of 6.15ms, which is expected as our attack is a cross-core
attack in contrast to the other same-core attacks. Still, our temporal
standard deviation is significantly lower than the average inter-
keystroke interval of 120ms and standard deviation of 11ms for
fast typists [14] and in the same order of magnitude as same-core
inter-keystroke timing attacks.

6 Website Fingerprinting
In this section, we present a website fingerprinting attack using
user interrupts and virtualized IPIs. We show a cross-core native
website fingerprinting attack in both a closed-world and open-
world scenario on the top 100 websites from the Alexa top 1 million
list [2] using user IPIs to detect network interrupts. For open-world
website fingerprinting, we use a separate other class for all websites
not in the top 100. Furthermore, we present a cross-core cross-VM
website fingerprinting attack in both a closed-world and open-
world scenario on the top 100 websites from the Alexa top 1 million
list [2] using virtualized IPIs to detect network interrupts. Contrary
to previous interrupt detection-based fingerprinting attacks, our

attacker is not required to run on the physical core that receives
the victim browser’s network interrupts.

6.1 Threat Model and Attack Setup
In this section, we discuss the thread model and overall setup of
our attack.

Native. We run our measurements on an Intel Xeon Silver 4410T
CPU with a default-configured Google Chrome 121.0. We assume
that the attacker can run code on the victim system and has access
to a high-precision timer, e.g., rdtsc. While the attacker code is
running, the victim browses the web. We make no assumptions on
whether the attacker is able to run on the core that receives the
network interrupts, as the interrupts could be rerouted to a separate
isolated core as proposed to mitigate interrupt detection attacks
by previous works [67]. The attacker is not able to monitor inter-
rupts through any system interfaces such as /proc/interrupts.
Furthermore, we do not make any assumptions about the core the
web browser is running on.

Virtual Machine Attack Scenario. We assume a thin client sce-
nario, where attacker and victim run co-located on the same VM
host. Thin client devices have limited computing capability and
only access a VM containing a full desktop environment. Thin
clients offer companies lower initial hardware and maintenance
costs compared to traditional desktops and are offered by major
cloud providers [39]. While the attacker code is running, the victim
browses the web.

We run our measurements on an Intel Xeon Silver 4410T CPU
with default-configured Google Chrome 121.0. For the hypervisor
we use KVM with disk caching disabled, as recommended by Red
Hat [27], on a stock Ubuntu 22.04. No custom kernel is required
for this attack, as IPI virtualization is part of the Linux kernel and
enabled by default. We assume that the attacker and victim run
inside separate VMs in the cloud and are co-located on the same
CPU, but both are running on separate physical cores. We assume
that the attacker has root access inside its own VM and can load
kernel modules, allowing for precise measurements of IPI timings.
We make no assumptions on whether the attacker is able to run
on the core that receives the network interrupts, as the interrupts
could be rerouted to a separate isolated core, as proposed to mitigate
interrupt detection attacks by previous works [67], or on a core the
attacker does not run on.

6.2 Attack
Our attack consists of a data-collection phase and an offline phase
for processing and classification of collected traces. The collection
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Figure 11: Interrupt traces of google.com (Figure 11a) and
youtube.com (Figure 11b) measured by the attacker with user
IPIs.
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Figure 12: Cross-VM interrupt traces of google.com (Fig-
ure 11a) and youtube.com (Figure 11b) measured by the at-
tacker with virtualized IPIs.

phase consists of the attacker running on the victim system col-
lecting interrupt traces through either user IPIs, in the case of the
native scenario, or virtualized IPIs, in the case of the cross-VM
scenario. Such interrupt traces for google.com and youtube.com
using user IPIs are shown in Figure 11 and for the cross-VM scenario
using virtualized IPIs in Figure 12. The x-axis represents the CPU
cycle relative to the beginning of the trace, and the y-axis repre-
sents the number of interrupts detected through our measurements.

For the native user interrupts scenario (Figure 11) google.com
and youtube.com have distinct traces, with google.com having
a larger amount of interrupts at the beginning and multiple in-
terrupts regularly throughout the trace and youtube.com having
most interrupts occur at the start of the website access with one
exceptionally high spike at 10 million cycles. For the cross-VM sce-
nario (Figure 12) google.com and youtube.com also have distinct
traces, with google.com having a large number of interrupts for a
short period of time with distinct peaks, and youtube.com having
a similar amount of interrupts over a longer period. As seen in both
Figure 11 and Figure 12, there are more detections in our cross-VM
scenario from the additional noise introduced by the VMs.

In the offline phase, these traces are first preprocessed with a
short-time Fourier transform (STFT). The STFT performs multiple
Fourier transforms on short windows of the trace, resulting in
2D data consisting of the frequency information for each window
on one axis and the time on the other axis. The preprocessing
through an STFT allows us to perform convolutions on our data,
making it possible to use a convolutional neural network (CNN)
for the classification. This is a well-established signal processing
technique [11, 28, 67, 102]. Our CNN consists of 4 convolutional
layers and 3 fully connected layers and outputs a probability for
each website and one for the other class in the case of the open-
world scenarios. The output is the probability that the input belongs
to a given website.

6.3 Evaluation
We evaluate our attack on closed-world and open-world scenarios
with the attacker running on a physical core that does not receive
network interrupts or run the browser. We collected 200 traces for
each of the explicitly classified websites (20 000 in total). For the
open-world scenario, we additionally collected the traces of 5000
additional websites (one per website) from the Alexa top 1 million
list [2], which are not in the top 100. To evaluate our attack, we
randomly split our data for each class into 5 equally large parts and
performed 5-fold cross-validation. The test set for each run does
not overlap with the training set. Due to this, in the open-world
scenarios, website traces in the test set of the other class belong to
websites that the model has never seen during training. We train
our CNN with a validation split of 10 % of the training set.

6.3.1 Native Closed-World Website Fingerprinting. In this scenario,
we only classify the top 100 websites in a native scenario using user
IPIs. Our classifier achieved an 𝐹1 score of 91.7 %. The confusion ma-
trix is shown in Figure 13. Each cell represents the probability that
our classifier detects a trace from a website (y-axis) as a given label
(x-axis). The clear diagonal shows the high accuracy of our clas-
sifier. The worst-performing websites are google.com.hk at 42 %,
google.co.in at 59 %, and dzen.ru at 68 %. All other websites have
accuracies of above 70 %. The google.com.hk and google.co.in
sites, in particular, are often misclassified as other Google domains.

6.3.2 Native Open-World Website Fingerprinting. In this scenario,
we classify the top 100 websites and use an other class for all other
websites in a native scenario using user IPIs. Our classifier achieved
a macro averaged 𝐹1 score of 89.0 %, showing a high accuracy across
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Figure 13: Native closed-world website fingerprinting confu-
sion matrix.
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Figure 14: Native open-world website fingerprinting confu-
sion matrix.

all classes, and an accuracy of 85.2 % on the other class. The con-
fusion matrix is shown in Figure 14. Each cell represents the proba-
bility that our classifier detects a trace from a website (y-axis) as a
given label (x-axis). The clear diagonal shows the high accuracy of
our classifier. The worst-performing websites are google.com.hk
at 41.5 %, google.co.in at 54.5 %, microsoftonline.com at 63 %,
and dzen.ru at 67 %. All other websites have accuracies above
70 %. Similar to the closed-world scenario, the google.com.hk and
google.co.in websites, in particular, are often misclassified as
other Google domains. The microsoftonline.com domain per-
forms poorly relative to other websites, as only sub-domains of it
are accessible, e.g., login.microsoftonline.com, while we only
tested the exact domains listed in the Alexa top 1 million list [2].

6.3.3 Cross-VM Closed-World Website Fingerprinting. In this sce-
nario, we only classify the top 100 websites in a cross-VM scenario
using virtualized IPIs. Our classifier achieved an 𝐹1 score of 80.4 %.
The confusion matrix is shown in Figure 15. Each cell represents the
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Figure 15: Cross-VM closed-world website fingerprinting con-
fusion matrix.
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Figure 16: Cross-VM open-world website fingerprinting con-
fusion matrix.

probability that our classifier detects a trace from a website (y-axis)
as a given label (x-axis). The clear diagonal shows the high accuracy
of our classifier. The worst-performing websites are indeed.com
at 18 %, google.com.hk at 24 %, and facebook.com at 29.5%. All
indeed.com and facebook.com, in particular, are fast-loading web-
sites when already cached, making themmore challenging to distin-
guish with the added noise from the VMs. The Google domains are,
similar to the other scenarios, often misclassified as other Google
domains.

6.3.4 Cross-VM Open-World Website Fingerprinting. In this sce-
nario, we only classify the top 100 websites in a cross-VM scenario
using virtualized IPIs. Our classifier achieved a macro averaged
𝐹1 score of 71.0 %, showing a high accuracy across all classes, and
an accuracy of 71.7 % on the other class. The confusion matrix is
shown in Figure 16. Each cell represents the probability that our
classifier detects a trace from a website (y-axis) as a given label
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Table 2: Overview of Different Interrupt Side-ChannelWorks

Attack Software Hardware-Based
Interface Same-Core Cross-Core

Inter-Keystroke
Timing [74, 105] [46, 74, 87, 88] our work

Website
Fingerprinting [51] [13, 67, 106, 107] our work

Application
Fingerprinting [15, 51, 86]

Cryptographic
Key Leakage [107]

DNN Model
Stealing [51] [107]

Table 3: Mitigations for Interrupt Side-Channel Attacks

Approach Mitigations
Constrain interfaces [13, 105]
Constrain co-location [67]
Constrain timers [36, 45, 47, 48, 52, 61, 94, 106]

Non-leaking timers [3, 42, 52, 94]
Inject Noise [74]

(x-axis). The clear diagonal shows the high accuracy of our clas-
sifier. Similar to the closed-world scenario, the worst-performing
websites are indeed.com at 11 %, google.com.hk at 13.5%, and
facebook.com at 13.5 %. The Google domains are, similar to the
other scenarios, often misclassified as other Google domains.

6.4 Previous Work
Our closed-world attack achieves an 𝐹1 score of 91.7 % (native)
and 80.4 % (cross-VM), while our open-world attack achieves an 𝐹1
score of 89.0 % (native) and 71.0 % (cross-VM), performing similarly
to previous works while not requiring to run on the core where
the network interrupts arrive. Zhang et al. [106] achieved an 𝐹1
score of 78 % on the top 100 sites using the mwaitx instruction to
detect interrupts on the core that receives the network interrupts.
Gulmezoglu et al. [26] exploit performance counters, achieving an
accuracy of 86.3 % on 40 websites. Spreitzer et al. [82] use data-
usage statistics on Android to classify 100 websites with an 𝐹1 score
of 89 %. Rauscher et al. [67] exploit the tpause instruction in VMs
to classify 100 websites with an 𝐹1 score of 93.1 %.

7 Related Work & Discussion
A series of works have investigated side-channel attacks exploiting
interrupts or their effects. The information channels can coarsely
be divided into three categories (cf. Table 2):

The first category of attacks uses software interfaces to obtain
information about interrupts, e.g., /proc/interrupts [15, 51, 74,
86, 105]. While this system information is provided architecturally
without noise and regardless of the attacker’s core scheduling,
they are trivial to mitigate by making the corresponding software
interface privileged and these interfaces are generally not available

from within VMs for the host system. Prior work demonstrated
inter-keystroke timing [74, 105], website-fingerprinting [51], and
application-fingerprinting [15, 51, 86] attacks. Some works have
even demonstrated leakage of DNN models [51] and cryptographic
keys [107]. Still, by constraining the software interface, all of these
attacks can be mitigated in practice. The other two categories use
side channels to monitor hardware behavior.

Concretely, the second category is hardware-based same-core
attacks that typically exploit that the interrupt has to be executed
by the core under attack. Several attacks use busy loops of timing
measurements and measure when they are interrupted as timer
jumps, i.e., latency spikes [13, 46, 74, 87, 88]. More recent works
exploit CPU features that do not depend on busy-looping the SMT
thread under attack or a co-located SMT thread on the same physical
core [67, 106, 107]. Hence, all of these attacks depend on being co-
located on the same core as the attacker. In this setting, powerful
attacks are possible, including inter-keystroke timing attacks [46,
74, 87, 88], website-fingerprinting attacks [13, 67, 106, 107], as well
as leakage of DNN models and cryptographic keys [107].

The third category is cross-core hardware-based attacks that
do not exploit system interfaces and also do not require a busy
loop on the victim core. Our work is the first attack to demonstrate
this possibility by exploiting both the user interrupts feature as
well as the virtualized inter-processor interrupts feature. Our attack
generalizes in the virtualized setting to any VM that can send and
measure the latency of inter-processor interrupts.

Mitigations. To mitigate the IPI side channel effectively and effi-
ciently, hardware changes may be necessary. We believe that the
current implementation sends IPI messages and lets cores check
and decide which IPI messages they accept. However, it is unclear
why the system bus transmitting interrupts between cores has to
be used for local and I/O interrupts that only affect a single core.
This approach inherently allows us to probe the corresponding
system bus and, thereby, the interrupt activity of other cores. A
different design of this system bus could affect our attack. Similarly,
changing how cores check whether they should receive an interrupt
would also have the potential of mitigating our attack.

While our conclusion is that closing the IPI side channel requires
re-designing the corresponding interrupt handling hardware, we
still want to discuss mitigations proposed by the academic commu-
nity (cf. Table 3) against prior interrupt-driven attacks:

The first category is to remove the /proc interface or make
it privileged [13, 105]. Virtual machines also cannot access the
host’s /proc interface for security reasons. This approach has been
implemented on various systems [74, 107], leaving only other chan-
nels open to mitigate. However, with the /proc interface disabled
or unavailable inside a VM, our attack still works. For user inter-
rupts, we could also limit the attack surface by only allowing a
selected number of trusted applications to use user interrupts. As
user interrupts require kernel support to register a receiver and
a sender thread, we suggest to restrict these kernel interactions
to certain user groups or applications, e.g., specific drivers. This
restriction would no longer allow an attacker to take advantage of
the user-interrupt side channel while making user interrupts avail-
able for applications that need them. We do not consider entirely
disabling user interrupts a viable option due to their low delay times
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compared to POSIX signals. This restriction is not possible for IPI
virtualization, as modern operating systems require IPIs for fast
inter-processor communication, and disabling IPI virtualization for
all untrusted VMs would remove the performance improvements
gained by IPI virtualization for these VMs.

The second category of mitigations is to constraint either the co-
location of the attacker workload with the victim or its placement
on the interrupt-receiving core [67]. However, as we can detect
interrupts on any core, this approach does not affect our attack,
even when isolating interrupts to a separate physical core. Also,
randomizing interrupt core assignments does not affect our attack.

The third category is to constrain timers, e.g., by making them
privileged, as has been discussed in numerous works [36, 45, 47, 48,
52, 61, 94, 106]. Similarly, the fourth category is to modify timers
in a way that they do not depend on the secret information any-
more [3, 42, 52, 94]. Both approaches have limited effect in practice
as the community has found many ways to bypass them, e.g., using
counting threads [47, 73, 76, 100] and timeless methods [93].

A fifth category is to introduce noise [74]. Noise has been stud-
ied as a mitigation against power side channels as well [43]. How-
ever, from this context, it is also known that noise only reduces
the side channel signal but cannot eliminate it [43]. Consequently,
adding noise also can only reduce the signal, which, according
to Schwarz et al. [74], is sufficient against inter-keystroke timing
attacks. However, it is unclear whether similar approaches to in-
ject noise could be sufficient to mitigate interrupt side-channel
attacks in other attack scenarios such as website- and application
fingerprinting, or leakage of cryptographic keys or DNN models.

Generic Side-Channel Mitigations. A generic side-channel mit-
igation covering interrupt side channels as well, is side-channel
detection, e.g., using performance counters [62]. Intel suggests that
user interrupts can be tracked through architectural Last Branch
Records (LBRs) and Intel Processor Trace, which record user inter-
rupts the same way as normal interrupts [33]. Despite this, it is
difficult to distinguish a benign workload using the IPI side chan-
nel for high-frequency message passing between processes and a
malicious workload using user IPIs or virtualized IPIs for an attack.

Beyond Side Channels Exploitation of Inter-Processor Interrupts.
Inter-processor interrupts provide multi-core and multi-processor
systems with a means to communicate and synchronize across
cores. A common example is the invalidation of a virtual memory
mapping, which is cached by the TLB, requiring a so-called TLB
shootdown, a coordinated operation across multiple processors
or processor cores to invalidate the corresponding TLB entries
across all cores. Wang et al. [96] exploit this behavior to spy on the
accessed bit in the page-table entry of an SGX enclave. Zhang et al.
[108] exploit IPIs to preempt a victim, amplifying their Prime+Probe
attack. Zhang and Reiter use IPIs to continuously flush the caches
of other cores to mitigate cache attacks on these [109]. However,
none of these works studies the timing of IPIs themselves.

Trusted Execution Environments. Considering the emerging con-
cept of trusted execution environments (TEEs) such as Intel TDX,
Intel SGX, and AMD SEV-SNP, interrupt side channels may pose a
relevant attack vector. We consider two attack scenarios.

The first category is the case of amalicious host. With SGX-
Step [91] (Intel SGX) and SEV-Step [99] (AMD SEV-SNP), the host
sets up the APIC timer to trigger an external interrupt shortly
after entering the protected guest to single- and zero-step the
guest. This can be used to determine instructions executed [99],
amplify power side channels [49], or assist microarchitectural at-
tacks [5, 56, 75, 90, 92]. Intel TDX includes a mitigation against
single- and zero-stepping [34] to prevent these kinds of attacks. As
the host has to be able to inject interrupts, e.g., for device emula-
tion, TDX and AMD SEV-SNP allow the host to arbitrarily inject
interrupts. Schlüter et al. [72] showed that a malicious host can
inject interrupt vectors typically used for software interrupts, such
as syscalls, to change register values on AMD SEV-SNP and Intel
TDX. WeSee[71] injects interrupts with the interrupt number re-
served for the virtualization exception leading the guest to assume
that such an exception occurred on AMD SEV-SNP. Sridhara et al.
[83] send signals to SGX enclaves to modify the enclave state. Con-
stable et al. [12] propose a hardware ISA extension to make SGX
enclaves interrupt aware, allowing an enclave to detect and miti-
gate interrupt-based attacks. While our IPI side channel does work
in a malicious host scenario, the virtual machine host receives all
external interrupts and only forwards them to the guest if necessary.
Hence, the host already knows which interrupts occur at a given
time without requiring a side channel.

The second category is the case of amalicious guest. As the
code executed inside of an SGX enclave, a TDX guest, or an SEV-
SNP guest, is not directly accessible by the host, nefarious activity
by the guest can be challenging for the host to detect. While there
are no interrupt-related attacks from inside a TEE yet, there are
multiple works discussing and showing the threat of malicious
enclaves in Intel SGX [73, 77]. There are also multiple works that
try to detect or defend against malicious SGX enclaves [58, 97, 110].
Similar to existing interrupt-detection-based attacks, an attacker
could use rdtsc [74] or a counting thread [73] to detect interrupts
on the same core in TDX and SEV-SNP or the tpause instruction
to detect interrupts on a sibling logical core in TDX [34, 67]. Count-
ing threads have also been explored in SGX enclaves as a defense
against interruption-based attacks [8–10, 59]. The IPI side channel
does not work inside AMD SEV-SNP, Intel TDX, or Intel SGX at
the time of writing. Both AMD SEV-SNP and Intel TDX require the
host to handle the routing and injection of IPIs sent from inside
guests. The feature set inside Intel SGX is even more limited and
excludes sending of user or regular IPIs. Hence, it is not possible to
mount the IPI side channel from inside these TEEs.

8 Conclusion
While user interrupts and IPI virtualization drastically reduce the
performance cost of cross-process and cross-core signaling, our
work shows that these new features can be exploited to detect
interrupts delivered to any core in native and cross-VM scenarios.
We used the IPI side channel for cross-core covert communication
between two processes that send IPIs to themselves, with a native
true capacity of 434.7 kbit/s (𝑛=100, 𝜎𝑥=0.03) and cross-VM true
capacity of 3.47 kbit/s (𝑛=100, 𝜎𝑥=0.01). We presented an inter-
keystroke timing attack with an 𝐹1 score of 97.9 % and a standard
deviation of 6.15ms. Furthermore, we demonstrated a cross-core
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website fingerprinting attack that achieves an 𝐹1 score 89.0 % in
an open-world native scenario and 71.0 % in an open-world cross-
VM scenario, highlighting the security and privacy implications.
While there are mitigations against interrupt side-channel attacks,
the change in the attack scenario (i.e., cross-core cross-VM) also
bypasses several mitigations. We conclude that bringing interrupts
to userspace and providing VMs with low latency access to IPIs
can have unforeseen side effects, resulting in an increased attack
surface for security- and privacy-related applications.
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