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Abstract
Trusted-execution environments (TEEs) offer confidentiality
in shared environments. While Intel restricts performance
counter access, limiting load-balancing and anomaly detection
on TEEs, AMD exposes performance counters to the host,
leaving the TEE vulnerable to side-channel leakage.

In this paper, we propose TEEcorrelate, a lightweight
information-preserving defense against performance-counter
attacks on TEEs. TEEcorrelate reconciles monitoring capabil-
ities of the host and confidentiality requirements of the TEE,
by statistically decorrelating performance counters. TEEcor-
relate combines two components, temporal decorrelation us-
ing counter aggregation windows, and value decorrelation
using fuzzy performance counter increases. With default pa-
rameters, TEEcorrelate guarantees that the host can read per-
formance counters hundreds of times per second, while the
read value never deviates by more than 1024 from the actual
value. Hence, the host can still use them for load-balancing,
accounting, and detection of unusual or malicious activity. In
state-of-the-art attacks on MbedTLS RSA 4096, a TOTP im-
plementation, and the post-quantum HQC key-encapsulation
mechanism, attack runtimes increase from 0.58–429 seconds
to 1–775.6 days, even for a powerful, fully-informed attacker.
We estimate that TEEcorrelate on AMD SEV-SNP has a negli-
gible performance impact of 0.03 % for most context switches,
and overall less than 0.09 %. Hence, TEEcorrelate is an effec-
tive low cost mitigation for all TEEs.

1 Introduction

Trusted-execution environments (TEEs) provide confidential-
ity and integrity for code execution and data even against
privileged or physical access [4, 9, 32, 33]. The first gener-
ation of TEEs protected application parts from a malicious
user or compromised system, e.g., Intel Software Guard Ex-
tensions (SGX) [32] and ARM TrustZone [10]. The current
second generation focuses on the cloud, protecting virtual
machines (VMs) from a malicious or compromised host, e.g.,

AMD Secure Encrypted Virtualization (SEV) [6], Intel Trust
Domain Extensions (TDX) [29], and ARM Confidential Com-
pute Architecture (CCA) [9], i.e., running entire VMs (without
modification) in a secure environment as Confidential VMs.

Numerous attacks target different TEEs [3,12,41–43,59,61,
62,66,70,73,75,76], often using side channels like processor
caches [13,25,49,54,72], branch predictors [28,38], or power
consumption [44]. Other attacks use page faults [78], timer
interrupts [63], or speculative execution [59]. On AMD’s SEV,
many attacks focus on flawed implementations and design of
SEV itself, e.g., vulnerable memory encryption [21, 41, 75],
missing or insufficient register protection [27, 42, 73], and
missing integrity protection [21, 50, 80]. Both for Intel SGX
and for AMD SEV, single-stepping frameworks significantly
advanced the security research on these TEEs [63, 76].

Like most TEEs, SGX restricts the host’s ability to analyze
SGX enclaves: Code and data are inaccessible and encrypted
and hardware-performance counters do not count TEE ac-
tivity. Consequently, attacks can hide cache attacks, Row-
hammer attacks, or zero-day exploits inside malicious SGX
enclaves [26,54,56]. Cloudflare uses 7 hardware-performance
counters to detect and prevent Spectre attacks in their Workers
service [58, 68]. While Cloudflare Workers are not confiden-
tial, it still shows that hardware-performance counters are
used in practice to detect malicious behavior. Thus, while con-
fidentiality is required for TEEs, the host also has a legitimate
need to monitor activity for load-balancing, accounting, and
detection of anomalies. This is even more true for TDX and
SEV, with entire VMs running in TEEs, where malicious code
or competitive cache sharing leading can result in degraded
performance or security for all VMs on this host.

Performance counter side channels can recover secrets from
an SEV-enabled VMs [24]. Lou et al. [46] proposed to in-
ject noise for decorrelation, by executing gadgets affecting
specific performance counters in parallel to the vulnerable
code. This approach causes actual workload, reducing per-
formance, biasing performance counters, and still rendering
performance counters less useful for the cloud provider. Ad-
ditionally, their approach is bypassed by single-stepping [24].



Preventing single-stepping also does not prevent leakage be-
cause interrupts cannot be delayed for a long period of time
and the guest state can be rolled back. Even when stepping
multiple instructions per interrupt, performance counters still
leak information [74]. This leakage can be amplified if the
guest state can be rolled back to replay vulnerable code paths.
Intel TDX swaps performance counters so that the host cannot
see any VM activity and AMD plans to adopt this approach
as well [7], effectively removing the host’s monitoring capa-
bilities. Consequently, no TEE offers unbiased performance-
counter data to the host for load-balancing, accounting, and
detection of unusual or malicious activity, while also main-
taining security guarantees for the TEE.

In this paper, we propose TEEcorrelate, an information-
preserving principled defense against performance-counter
attacks on confidential VMs. Existing TEEs are either vulnera-
ble [24] or just disable performance counters entirely [32,33],
removing useful functionality. Instead, TEEcorrelate decorre-
lates performance counter data using two components:

First, TEEcorrelate uses temporal decorrelation. TEEcor-
relate aggregates performance counter changes within non-
overlapping aggregation windows, e.g., every 1 million re-
tired instructions. TEEcorrelate introduces a second set of
performance counter registers within the TEE’s protected
area, like Intel TDX already has. At the end of each window,
the performance counter values are copied from the internal
TEE-protected registers into the host’s performance counter
registers. Consequently, a malicious host has to let the vic-
tim VM (or enclave) make significant progress to observe
any performance counter changes, effectively slowing down
performance-counter-based attacks by a linear factor.

Second, TEEcorrelate uses value decorrelation. TEEcorre-
late allows the reported performance counter values to deviate
from the actual value based on a statistical distribution. Hence,
performance counter values can lag behind and run ahead. To
avoid too large deviations, the values are kept within a mar-
gin called deviation window. The deviation window size is
negotiated between the host and the TEE during initialization.
Consequently, TEEcorrelate preserves coarse-grained trend
information for the host for load-balancing, accounting, and
detection of unusual or malicious activity.

Both temporal and value decorrelation eliminate the main
advantage of performance-counter attacks, i.e., noise-free
single-trace attacks. We provide a mathematical foundation
for the security of TEEcorrelate and show computationally
that the number of samples required to leak a single perfor-
mance counter increment increases by 5 orders of magnitude
(about 160 thousand) for our recommended deviation win-
dow size of 20481, and by 7 orders of magnitude (about 40
million) for an even larger deviation window size of 32768.

1The deviation window size refers to the maximum absolute deviation
in the number returned by a specific performance counter, regardless of the
meaning of that number. Hence, we consider the deviation window size as
a numerical value without a specific unit. The unit would depend on the

We evaluate the security of TEEcorrelate using a deviation
window size of 2048 with a fully-informed attacker, aware
of the working principle of TEEcorrelate, on the 4 case stud-
ies examined by Gast et al. [24]: The attack runtime of the
MbedTLS RSA 4096 attack, increases to 824.6 days, which is
about 160 thousand times slower than without TEEcorrelate.
The TOTP verification attack is equally affected, as TEEcorre-
late increases the attack runtime to 32.6 days to brute-force a
TOTP token on average. The attack runtime for the TOTP key
recovery increases to 285.4 days, 40 million times slower. For
the HQC-KEM attack, TEEcorrelate increases the attack run-
time to at least 108.59 days, compared to 800 ms previously.
We conclude that all 4 attacks become impractical.

The architectural changes of TEEcorrelate are small, re-
quiring only a few new configuration registers and some ad-
justments to the TEE/host context switch. We estimate the
performance of a hypothetical implementation of TEEcorre-
late on AMD SEV-SNP, and expect that TEEcorrelate only
has a minimal overhead on context switches (0.09 %), which
is too low to be visible in the full system performance. This
confirms that TEEcorrelate is a lightweight defense.

Finally, we argue that TEEcorrelate also enables a victim
TEE to detect ongoing attacks. The victim can then mitigate
the attack before a sufficient amount of leakage accumulates.
TEEcorrelate also reduces the reliability of SEV-Step [76]
by eliminating the ability to count executed instructions. We
conclude that given the negligible performance costs and the
functional benefits of TEEcorrelate, it should be deployed for
TEEs instead of simply disabling performance counters.
Contributions. Our main contributions are as follows:
• We present TEEcorrelate, a principled defense against

performance-counter attacks on TEEs. TEEcorrelate uses
windowed aggregation for temporal decorrelation and fuzzy
increments for value decorrelation.

• We perform a statistical security analysis of TEEcorrelate
with a fully-informed attacker, showing that it increases
the required number of attack samples by 5 to 7 orders of
magnitude (i.e., from seconds to days).

• Counter values can be read by the host hundreds of times
per second and never deviate more than 1024. This bal-
ances the host’s requirements for monitoring and resource
management with the security needs of TEEs.

• Our performance analysis on AMD SEV-SNP estimates
an overhead of only 0.09 % as we only have to perform
actions on a small number of VM exits.

Outline. In Section 2, we provide background. In Section 3,
we provide an overview of TEEcorrelate. In Section 4, we
detail how TEEcorrelate can be implemented. In Section 5,
we compute how TEEcorrelate increases the security. In Sec-
tion 6, we evaluate case studies, showing that TEEcorrelate
mitigates all of them. In Section 7, we discuss security impli-
cations and monitoring aspects. Section 8 concludes.

specific performance counter used, e.g., 2048 branch mispredictions, cache
misses, or retired instructions.



2 Background and Related Work

In this section, we discuss trusted-execution environments
(TEE), including related work on the security of TEEs, and
performance counters with their benign and malicious uses.

2.1 Intel SGX
Intel SGX is a TEE implementation that runs so-called en-
claves [32], signed x86 applications. While SGX enclaves run
on the same CPU core as regular applications, SGX restricts
access to the enclave’s encrypted memory and register state.
Enclaves cannot use all x86 instructions, e.g., CPUID or INT.
Hence, applications have to be adapted to run inside of an
enclave. There is a wide range of scientific publications at-
tacking Intel SGX. Cache attacks leak information through
the detection of memory accesses of enclaves or the host sys-
tem [18, 25, 57]. Controlled-channel attacks take advantage
of the increased control the host has to mount side-channel
attacks [63, 65, 70, 78]. Furthermore, a wide range of mi-
croarchitectural vulnerabilities have been used to leak enclave
data [52,55,61,66,67]. Ahmad et al. [2] proposed a framework
that also protects against some side-channel attacks.

2.2 AMD SEV
AMD Secure Encrypted Virtualization (SEV) builds on the
concept of virtualization, where a host runs multiple VMs on
the same physical host and assigns resources to them. VMs
are isolated from the host and from each other. The host (the
hypervisor) runs at a higher privilege level with access to all
system resources, including VM states and memory. Confi-
dential VMs are protected against access from the host. In
contrast to traditional TEEs, confidential VMs allow running
entire VMs of unmodified software and do not require rewrit-
ing parts of the application.

AMD SEV itself protects the memory contents of confiden-
tial VMs by transparently encrypting data in DRAM [35], us-
ing a unique, non-extractable key per VM. There are multiple
attacks on SEV without extensions, targeting the unprotected
guest state [27, 73] and protected memory [21, 27, 50, 75].
The Encrypted State (ES) and Secure Nested Paging (SNP)
SEV extensions protect the guest state and introduce memory
integrity protection. Despite these multiple protection mecha-
nisms, attacks exploiting architectural bugs or physical prop-
erties can still lead to full compromises of the guest [71, 80].

2.3 Intel TDX
Like AMD SEV-SNP, Intel Trust Domain Extensions (TDX)
allow VMs to run in a TEE [33]. With TDX, the guest mem-
ory and stored guest state are encrypted and managed by the
TDX Module in the trust domain virtual processor state area
(TDVPS). The TDX Module is a signed open-source software

module, acting as a secure host, running in a new SEAM root
execution mode, protected from the host. The host interacts
with the TDX Module to, e.g., create VMs or map pages.

To protect the guest’s memory while maintaining fast guest-
host communication, there is a private encrypted part only
accessible by guest and TDX module, and a shared, host-
accessible part, distinguished by a guest physical address bit.
Private memory uses an additional TD owner bit to prevent the
host from reading even the ciphertext and optionally a MAC
per cache line to protect against memory corruption [33].

2.4 Single-Stepping
The ability to single-step a TEE is the basis of many side-
channel attacks targeting them [15,24,44,51,55,61,62,74,76,
80]. Single-stepping can be used to either increase the tempo-
ral resolution, or precisely target a specific instruction. TEEs
do not provide single-stepping to the host as it is not necessary
for regular operation. Van Bulck et al. [63] used the APIC
timer to interrupt SGX enclaves after a single instruction,
allowing attackers to single-step enclaves. Wilke et al. [76]
implemented the same mechanism for SEV-based confidential
VMs. Intel’s TDX module includes a mitigation against single-
stepping [33] that uses the timestamp counter and instruction
pointer differences or, in a newer iteration, performance coun-
ters to determine if single-stepping occurred. In this case, it
masks all external interrupts and runs a random number of
instructions before returning back to the host. Wilke et al. [74]
bypassed an early version of the Intel TDX single-stepping
mitigation by reducing the CPU frequency and counting VM
entries through a side channel. While Intel partially mitigated
this attack using performance counters, it is still possible to
determine the exact number of steps taken by the mitigation.

Intel TDX, SGX and AMD SEV directly run trusted code
on the CPU cores, i.e., the host still manages external hard-
ware. Interrupts, in particular, are expected to being han-
dled as soon as possible. Delaying them for too long can
lead to usability issues in case of network or keyboard in-
terrupts, crashes or even hardware damage in case of ther-
mal event interrupts, i.e., TEEs cannot delay them. Therefore,
even with mitigations against single-stepping, a host can ef-
fectively interrupt a guest after executing a small number of
instructions. Consequently, the goal of TEEcorrelate is to
limit performance-counter leakage, even when the host has
fine-grained control over the guest execution.

2.5 Performance Counters
Performance counters (also hardware performance counters
or HPCs) are CPU registers that count hardware events, e.g.,
cache misses, branch mispredictions, and instructions exe-
cuted. The specific events that can be tracked depend on
the processor model [5, 31]. Kernel code can select multiple
events to be counted via Model Specific Registers (MSRs).
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Figure 1: Host and TEE negotiate the TEEcorrelate configuration via newly introduced registers. Events in the TEE influence
TEE performance counters, which are aggregated within long windows, that are additionally extended when external influences
(e.g., interrupts) interfere with the execution. Attacks can only obtain aggregated counter data, substantially reducing leakage.

Performance counters are used to find application bottle-
necks [34], identify resource-hogging applications or func-
tions, and even detect some types of attacks, as shown by nu-
merous works [11,14,16,19,39,40,82]. Prior attacks from ma-
licious SGX enclaves [54,56] have shown that the host should
try to detect attacks from TEEs, in addition to performing
load-balancing and anomaly detection [34, 47, 60, 69, 77, 81].

While performance counters enable hosts to optimize, load-
balancing or protect their systems, fine-grained, real-time
performance data, combined with single-stepping and page-
tracking, has been exploited to break cryptographic code such
as RSA and HQC, as well as TOTP implementations [24]. To
prevent this, Intel CPUs do not allow the host to track perfor-
mance events at all while an SGX or TDX TEE is actively
running [30]. However, this approach also disallows hosts
from using performance data for genuine applications.

Performance counters are not disabled when executing
SEV VMs. Lou et al. [46] try to mitigate coarse-grained
performance-counter attacks, e.g., website fingerprinting or
keystroke timing, by injecting noisy code gadgets into the
instruction stream. However, this does not mitigate active at-
tacks from the host, e.g., by single-stepping or page-tracking,
as the host can filter the performance counter increments
caused by the gadgets. In addition, by artificially increment-
ing performance counters, the mitigation renders them useless
for genuine applications. Adhering to constant-time standards
would mitigate attacks from prior work [24]. However, do-
ing this on full general-purpose systems, including kernel,
libraries, and applications, is infeasible.

3 High-Level Overview of TEEcorrelate

Unprotected performance counters leak information in two di-
mensions: First, malicious hosts can measure the exact timing
of a performance counter increment by comparing counter
values before and after each single-step of a TEE. Second, the
amplitude, i.e., the amount that the counter is incremented,
can leak information as well, e.g., by leaking the size of a

division operand, or by leaking the number of loop iterations
in a memcmp-like function [24]. TEEcorrelate aims to miti-
gate leakage in both dimensions while keeping coarse-grained
information intact and unbiased over longer timeframes.

As illustrated in Figure 1, TEEcorrelate mainly uses two
components: a windowing mechanism aggregating perfor-
mance counter data, and fuzzy performance counter incre-
ments. On a functional level, we introduce several changes
to how TEEs and the host interact, e.g., new registers and
negotiation mechanisms. This allows the host to still use
performance-counter information for optimization, billing,
and security purposes, e.g., anomaly detection. The security
level of TEEcorrelate is configurable by changing the aggre-
gation window size and performance counter deviation range
to fit the needs of both the host and TEE.

3.1 Temporal Decorrelation: Windowing

TEEcorrelate decorrelates the timings of performance counter
increments using aggregation windows as shown in Figure 2.
The window length is defined in retired instructions within
the TEE in a configurable range of hundreds of thousands
to millions of instructions. Hence, windows only pass with
actual progress in the TEE. All performance counter changes
within a window are aggregated and only updated at the end of
the aggregation window. Similarly, activating, deactivating, or
switching performance counters only takes effect at the end of
an aggregation window. Consequently, the attacker does not
know at what exact time within the window the performance
counter was incremented. Furthermore, if multiple increments
occur in the same window, the attacker cannot separate them.

To mitigate filling windows with unrelated activity by
injecting interrupts or enclave calls, TEEcorrelate dynami-
cally extends the aggregation window by a TEE-configurable
amount for host-induced events. Hence, a malicious TEE can-
not exploit the dynamic extension of aggregation windows, as
TEE-controlled events do not extend the aggregation window.
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Figure 2: TEEcorrelate reduces the temporal information of
performance counters. The close temporal correlation be-
tween performance event and corresponding instruction is
significantly reduced with TEEcorrelate as it accumulates
data of the performance events over many instructions.

3.2 Decorrelation: Fuzzy Increments

We assume a powerful, fully-informed attacker, aware of our
mitigation and the entire system state, except for the secret.
If the attacker is only interested in the number of events that
occurred during a specific time frame, they can pre-compute
a prediction for how many events there are without the secret.
The difference between the prediction and measurement is
the number of events that depended on the secret. Thus, the at-
tacker can still measure, e.g., the number of secret-dependent
loop iterations within an aggregation window, even if the
precise timestamps of the events are hidden by the temporal
decorrelation. This can be combined with a sliding window
attack (see Section 5.1), where the attacker performs mea-
surements with differently aligned aggregation windows, to
recover individual events. To prevent such attacks, we intro-
duce a second primitive: Fuzzy Increments.

The idea behind fuzzy increments is that the host does not
need extremely precise values for monitoring, load-balancing,
or anomaly detection. In fact, performance counters typically
do not even guarantee high precision, limiting their applica-
bility for some security purposes [19]. Still, they generally
have a high enough proximity to the actual number of corre-
sponding events, and are generally monotonically increasing,
if not manually reset [30]. This practical accuracy makes per-
formance counters suitable for load-balancing and anomaly
detection [34, 60, 69, 77]. We use this design space to let the
performance counter value deviate further than they usually
do, within a specified range, while preserving the monotonic
increase. This allows the processor to let the reported values
deviate from the real value to decorrelate effects of specific
secret bits. To prevent fuzzy increments from saturating the
size of the deviation window, we use a Gaussian curve or

similar distribution to steer deviation away from the limits of
the deviation window.

3.3 Configuration Options
TEEcorrelate provides two configuration options for the host
and TEE to negotiate, affecting security and performance.
Aggregation Window Size. The aggregation window size
determines how many instructions have to complete before
performance counter values are updated. A larger window size
linearly increases attack runtimes, as the attacker needs to wait
longer to obtain a single performance counter measurement. A
larger window size also aggregates more performance counter
changes, making it harder to extract fine-grained information.
Additionally, larger window sizes slightly decrease the per-
formance impact of TEEcorrelate, as the value decorrelation
is performed less frequently. However, larger window sizes
decrease the temporal resolution of performance counters,
making them less useful for legitimate applications.

In our experiments, we found that a window size of 1 mil-
lion retired instructions is a good security-performance trade-
off. With medium load, normal operation, our SEV-SNP CVM
fills the aggregation window fast enough that performance
counter data is available on most VM exits, thus not signifi-
cantly affecting the temporal resolution for a benign host.

At the same time, a window size of 1 million instructions
is large enough to make targeting specific events difficult. To
break this decorrelation, the attacker needs to predict every
single event within that window, except the secret-dependent
event, which is unlikely for a window this large.
Deviation Window Size. The deviation window size deter-
mines how much the reported performance counter value can
deviate from the actual value. The deviation window size is
defined as a power of 2, where the minimum size is 64. The
number of measurements to recover a single performance
counter increment increases quadratically with the deviation
window size, i.e., by adding a single bit to the deviation win-
dow size, the number of measurements required increases
by a factor of 4. Therefore, a larger deviation window size
increases the security of TEEcorrelate.

However, a larger deviation window also decreases the
coarse-grained accuracy of performance counters, rendering
them less useful for benign use. In our experiments, a de-
viation window size of 2048 was a good trade-off between
security and coarse-grained accuracy. The deviation window
size does not impact the runtime performance of TEEcorre-
late, as it does not introduce additional instructions, and the
latency of the used operations is not affected by the operands.

4 Implementation of TEEcorrelate

Since TEEcorrelate touches hardware features like the per-
formance monitoring unit and context switches between TEE
and host, it has to be implemented in hardware, or at least in



Table 1: Summary of new fields with TEEcorrelate.1

Field Bits Location

PERF_MIN/MAX_WINDOW_SIZE 2 ·64 TEE Configuration
PERF_WINDOW_EXTENSION_SIZE 64 TEE Configuration
PERF_DEVIATION_RANGE 64 TEE Configuration
PERF_CTR[0-N] N ·64 VM Save Area
PERF_CTR[0-N] N ·64 VM Save Area
PERF_LAST_REPORTED[0-N] N ·64 VM Save Area
PERF_AGGREGATION_COUNT 64 VM Save Area2

1 Specific registers and their location depend on the TEE.
2 This also requires an instruction-counting register.

microcode. Regardless of the implementation approach, we
overview the interface between TEEcorrelate and the TEE and
host, and discuss how temporal and value decorrelation can
be realized. We primarily focus on confidential VMs [6,9,33],
provide concrete examples based on AMD SEV-SNP [6],
and discuss how TEEcorrelate can be introduced into Intel
SGX [32] and Intel TDX [33]. TEEcorrelate can also be used
in full-system TEEs like ARM TrustZone [8, 10].

4.1 Extending the TEE Interface
TEEcorrelate requires the cloud provider and customer to
agree on suitable parameters, with a resolution and accuracy
high enough for the cloud provider while still fulfilling the
security requirements of the customer. Both the confidential
VM and the host get new fields to configure ranges for parame-
ters, specifically for the minimum and maximum window size,
window extension size, and deviation range. These fields are
stored in a secure area, e.g., the VM Control Block (VMCB)
or an SGX configuration register. On Intel TDX, memory in
the TDVPS can be used instead of MSRs.
Start and Attestation. Before starting the TEE, the host sets
the parameters to overlap with the ranges of the customer
such that the TEE can pass remote attestation. These fields
are part of the attestation report and cannot be changed later.
TEE Execution. During TEE execution, the host cannot
read the performance counters, and no overflow interrupts are
sent to the host. TEEcorrelate uses the existing performance
counter hardware registers and clears them before returning
to the host. The performance counters may be exposed to the
TEE, e.g., for confidential VMs, or not, e.g., for Intel SGX. In-
tel TDX already has a mechanism for switching performance
counters upon confidential VM entry and exit [33].
VM Exits. On VM exits within an aggregation window, the
performance counter values must be stored inaccessible to
the host. For confidential VMs, we add fields to the VM Save
Area (VMSA) on AMD SEV-SNP and in the TDVPS for In-
tel TDX. We require three 64 bit fields for each performance
counter, to store the current configuration, the current value,
and the previously reported value. The number of available
performance counters N is dependent on the specific hard-
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Figure 3: An attack on TEEcorrelate without aggregation win-
dow extension. After injecting interrupts to force the VM to
execute interrupt handlers with predictable effects on perfor-
mance counters, the host gets the target values by subtracting
predicted from measured.

ware platform: We measured 6 per logical core on a recent
AMD EPYC Zen 4 machine, and 8 on a recent Intel Xeon
Emerald Rapids machine. Furthermore, we require one addi-
tional 64 bit field PERF_AGGREGATION_COUNT for the tempo-
ral decorrelation implementation. We show an overview of the
newly introduced fields and their memory usage in Table 1.

While saving and restoring the performance counter state
for the VM is performed on VM entry and exit, the host is
responsible for saving and restoring their own.

4.2 Temporal Decorrelation
TEEcorrelate only exposes performance counter values at
VM exits if the aggregation window, a number of retired
instructions, has passed. Within a TEE, the counters increment
normally. Upon a VM exit within an aggregation window, all
current values are saved and cleared before passing control to
the host. Thus, performance counters always report values of
0 when exiting the TEE while the aggregation window is not
yet filled. If the aggregation window is full, the host can read
the aggregated and value-decorrelated counts.
Malicious Configurations. An attacker could gain a fine-
grained read primitive by changing performance counter set-
tings close to the start or end of an aggregation window. Thus,
the processor only allows control register updates at the start
of a new aggregation window. The processor also ignores
the OsUserMode bits, to prevent the host from leaking fine-
grained values by forcing the VM to kernel space.
Mitigating Active Sliding Window Attacks. For this attack,
shown in Figure 3, the host forces the TEE to only execute a
very small region of victim code by “filling” the rest of the
aggregation window with interrupt handler code by repeatedly
injecting interrupts. If the host knows how the interrupt han-
dler code influences the performance counters, it can deduce
the performance counter changes by the victim code.

To prevent this, we extend the aggregation window by a
configurable amount, the window extension size, whenever
an interrupt is injected into the VM. The value is chosen
such that a significant amount of non-host-controllable code
is executed in the extended window. Choosing a value too
large resets the aggregation window more often, which is
only a functional limitation for the host when interrupting
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Figure 4: Performance counters are decorrelated from actual
events but follow the trend within the deviation window.

the victim too frequently. Choosing a value too low does
not properly mitigate the attack. In practice, we measured an
average of one million instructions between normal interrupt
injections for regular usage like web-browsing, three million
when compiling the Linux kernel, and 80000 when idle, on a
VM running Xubuntu 24.04.1 Minimal.
Performance Counter Hiding by a Malicious VM. A mali-
cious VM might try to hide performance counter increments
by increasing the timer interrupt frequency to an interval
shorter than the window extension size, always resetting the
aggregation count to 0. However, since windows are only
extended on host-injected events, the host can detect this and
act accordingly, e.g., by delaying interrupt injections.

4.3 Value Decorrelation
To prevent differential attacks, where the difference to a pre-
dicted performance counter change is measured, we introduce
fuzzy increments. The TEE and host negotiate a maximum
deviation from the actual value, the deviation range (see Fig-
ure 4). To ensure monotonically increasing counters, TEEcor-
relate only shows new values to the host when they are larger
than previously reported values and old values otherwise.
Randomness. We need to introduce a sufficient amount of
randomness into performance counter values to prevent the
recovery of the original trace, even across numerous measure-
ments. The randomness must fulfill the following two require-
ments: First, the randomness should almost never reach the
maximum deviation. Otherwise, the attacker could see the
change from probability zero to non-zero and infer a perfor-
mance counter value change. To prevent this, the deviation
of the exposed value from the real value follows an approxi-
mated normal distribution. Second, the overhead for context
switching, i.e., VM entry and VM exit, should be minimal,
ruling out computationally heavy instructions like divisions
or cryptographic functions.
Fast Normal Distribution. The random offset between real
and reported performance counter value is an integer. A bino-
mial distribution with a success probability of 0.5 is a discrete
approximation of a normal distribution. To generate a random
number with such a distribution, we can count the number
of ‘1’s in a random number. However, to cover a deviation
range of n values, we need to generate n random bits, which is
slow. Thus, we split our distribution into binomial-distributed
sub-ranges i.e., buckets. The final performance counter off-

Algorithm 1: The value decorrelation algorithm. We get a
binomial random value by counting the number of ones in a
64-bit number, and use it as the 6 most significant bits of our
offset. We fill up the remaining bits with linear randomness.

Input: The old reported HPC value Po
Input: The current real HPC value Pr
Result: The new reported HPC value Pn

1 begin
2 B← POPCNT(RNG(64));
3 Sb← TZCNT(BUCKET_SIZE);
4 O← RNG(Sb);
5 X ← ((B≪ Sb)∨O)− (SPEC_RANGE≫ 1);
6 Pn← X +Pr;
7 if Pn < Po then
8 Pn← Po;
9 end

10 return Pn

11 end

Table 2: Estimated overhead of TEEcorrelate per performance
counter on AMD SEV-SNP. This overhead only occurs once
at the end of each aggregation window.

Instructions Cycles Usages Each Total

RDRAND 75 2 150
TZCNT 2 1 2
POPCNT, OR, CMP+JCC,

1 1 7
SHL, SHR, ADD, SUB

Total Cycles 159

set ∆ is constructed programmatically by concatenating the
binomially generated bucket index B with the linear random
bucket offset O. We only obtain the 6 bit bucket index B from
the binomial distribution, by counting the number of ‘1’s in
a 64 bit random number. We then generate the sub-offset O
within the bucket as a linear random value. This distribution
has similar properties to a binomial distribution, i.e., it is sym-
metric around a center, and the probability of reaching the
edges of the deviation range is very low (e.g., a bucket index
greater than 60 is chosen only once every 27× 1012 times
on average.). However, it requires significantly fewer random
bits to generate. Finally, we shift ∆ by half the deviation range,
to center the distribution around zero (cf. Algorithm 1.).

Running our value decorrelation on a real performance
counter trace shows that the difference between the real and
decorrelated value follows a normal distribution, with the
mean offset being close to 0, i.e., the decorrelated value is
close to the real value on average (see Figure 5). For very-
slowly incrementing (e.g., once in a few windows) perfor-
mance counters, the offset drifts upwards in the deviation
range. However, with 64-bit numbers used for bucket selec-
tion, it is infeasible to completely saturate the deviation range.
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Figure 5: Histogram of deviations of the TEEcorrelate-
reported HPC value from the real value with window size
4096 on a real trace of the cpu_core/l2_request.miss
event. The mean of the distribution is 0.00116 , and the off-
sets form a binomial distribution around the mean.

4.4 Performance Overhead
For estimating the performance impact of TEEcorrelate upon
entering and exiting the VM, we do not consider swapping
the performance counter data as overhead, as other mitiga-
tions against performance-counter attacks, like PMC virtual-
ization [7, 33] do the same. The only overhead is caused by
Algorithm 1. Therefore, we sum up the worst-case latencies
of the used instructions for a Zen 3 machine [22], see Table 2.

With 159 cycles per performance counter, we arrive at 954
cycles of overhead in total, for full aggregation windows.
It is likely that processors supporting SEV-SNP have more
efficient ways to generate randomness than the RDRAND in-
struction, due to the high amount of randomness required for
VMSA Register protection. However, as we do not know the
performance of any potential internal optimizations, we still
compute our estimate using RDRAND.

Wilke et al. [76] show that entering a SEV-SNP VM, execut-
ing a single NOP instruction, and returning to the host, requires
a median of 6061 cycles. We use this number as a baseline
to estimate the number of cycles required to context-switch
between a SEV-SNP VM and the host. Adding 954 cycles to
this baseline cycle count results in an overhead of 16 % per
context switch. However, this overhead only occurs when the
aggregation window is filled. In all other cases, the overhead
is only 2 cycles (0.03 %) per context switch, for adding the
number of instructions executed in the current TEE timeslice
to the PERF_AGGREGATION_COUNT register, and comparing
the result against PERF_WINDOW_SIZE. Thus, for an aggrega-
tion window of 1000000 instructions in the VM (assuming
single-cycle instructions), and 6061 cycles to context switch,
the maximum overhead is 0.09 %.

4.5 Reduced Number of Buckets
As shown in Table 2, the performance overhead is dominated
by the 2 RDRAND instructions. We can reduce the performance
overhead by using a bucket size of 32 bits, allowing us to use
half of the random bits for the bucket index, and the other
half for the linear random value. This reduces the number of
RDRAND instructions to one, saving 75 cycles. Due to extra
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Figure 6: The probability differential ∆P = P(X)−P(X−1)
depending on the offset between current real performance
counter value and last reported counter value, for a deviation
window size of 2048. This graph shows that the maximum
probability differential is equal between an ideal binomial
distribution and our fast normal (FN) distribution.

required instructions to split the 64-bit random value into two
32-bit values, the total overhead is 89 cycles per performance
counter, for a total of 534 cycles per aggregation window.

This does not reduce the security of TEEcorrelate in the
attacks from Section 5. Instead, it flattens the distribution,
increasing the number of samples required to recover a bit at
the ideal location, while decreasing the required samples on
other locations. However, with only 32 bits of randomness,
the probability of selecting the highest bucket index (i.e.,
generating a random value consisting of 32 ones), is 1 in 232.
This probability is likely enought that it will occur multiple
times over a long runtime of weeks or months.

While we did not find any attacks exploiting deviation win-
dow saturation, the increased probability is a potential attack
vector for future work. Thus, the number of bits used in the
bucket index is a trade-off between performance and security.
As the performance improvement of a reduced number of
buckets is rather small compared to the overall performance
overhead, we recommend using 64 bits for the bucket index
generation, and will use this value for the rest of this paper.

5 Security

In the following, we analyze the security of TEEcorrelate. As
the security layers of TEEcorrelate are independent of each
other, we analyze their security properties separately and after-
ward compute the overall lower bound security improvement.
Threat Model. We design TEEcorrelate against a fully-
informed attacker knowing everything about the VM except
the secret and having fine-grained control over the execution
of the TEE. While no prior work achieved this, we assume
they are capable of 100 % reliable single-stepping, without
any unexpected zero- or multi-steps. There is no noise or other
disturbance. While for some attacks the specific number of in-
creases or the exact timestamps of increases may be required
in practice, for our analysis, we assume that the attacker al-
ready wins if they can detect whether a performance counter
has increased, i.e., they do not need to recover the value of
the performance counter increment.
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Figure 7: The attacker can still recover secret performance
counter increments by sliding the aggregation window over
the secret. Every peak in Figure 7a corresponds to an incre-
ment in the aggregated measurements in Figure 7b.

5.1 Temporal Decorrelation

TEEcorrelate aggregates performance counter measurements
over a configurable instruction window. In our threat model,
the attacker knows everything about the system state except
the secret. This means that they can subtract the number of
expected performance counter increments from the measured
value, to get only the secret-dependent increments. With a
large window size, multiple key bits likely get aggregated
together, preventing the identification of individual bits.
Active Sliding Window Attacks. We assume the attacker
has fine-grained control over the execution of the TEE. Conse-
quently, they can control where an aggregation window starts
and ends. The attacker fills the aggregation window with un-
related operations with a known effect on the performance
counters, e.g., an interrupt handler. Using page-tracking to
prevent the execution of any code besides the chosen interrupt
handler, they can ensure that all performance counter updates
after the target instructions are predictable. By placing the
aggregation window so that only the first secret bit is included
in the aggregation window, the attacker can successfully leak
that bit. Then, sliding the aggregation window over the entire
secret leaks it, see Figure 7.
Security of TEEcorrelate against Active Sliding Window
Attacks. However, instead of a single trace like in previous
attacks, the attacker requires one trace per secret bit. Conse-
quently, temporal decorrelation increases the attack time in
proportion to the number of secret bits. Such an attack incurs
an additional significant slow-down, depending on the ag-
gregation window size, as it defines the minimum number of
executed instructions for each measured secret bit. In addition,
TEEcorrelate mitigates sliding window attacks by dynami-
cally extending the aggregation window whenever the host
injects an interrupt into a TEE. With this dynamic extension
of the aggregation window, the aggregation window cannot
be filled with well-known interrupt handlers anymore.

5.2 Value Decorrelation

To compute the security gain from our value decorrelation, we
again assume a strong attacker with the same capabilities as in
Section 5.1. The attacker can target the aggregation window
such that only a single unknown secret bit is measured at a
time. For simplicity, we assume that the secret-dependent per-
formance event is the only event in the aggregation window,
e.g., when only using temporal decorrelation, the attacker
would measure either 0 or 1 events, depending on the secret
bit. With value decorrelation, this correlation disappears.

In the following, we introduce foundational properties of
the binomial distribution, which we use to model the proper-
ties of our fast normal distribution. We then construct formu-
las modelling those properties for our fast normal distribution.
We use these formulas to accurately compute the probabil-
ity of performance counter increments with our distribution,
based on the previous performance counter offset. We then ex-
plain statistical sampling and how to compute the number of
samples required to recover a single bit of the secret. Finally,
we use these probabilities to compute how many samples the
attacker requires to recover a single bit of the secret.
Binomial Distribution. An important property of probability
distributions is the probability density function (PDF) for
continuous distributions, and the probability mass function
(PMF) for discrete distributions. This function describes the
probability of a random variable taking on a specific value k.
For a binomial distribution, the PMF is given by

f (n,k) =
(

n
k

)
· pk · (1− p)n−k, (1)

where n is the number of independent experiments, k is the
number of successful experiments , and p, the success proba-
bility of each event (i.e., 0.5 for a uniformly random number).

The cumulative distribution function (CDF) is the proba-
bility of a random variable being less than or equal to k. In
discrete distributions, this is the sum of the PMF for all values
less than or equal to k:

F(n,k) =
k

∑
i=0

(
n
i

)
· pi · (1− p)n−i. (2)

If our distribution were a binomial distribution, we could
use the CDF to compute the probability of a performance
counter increment, depending on the distance between the
last reported performance counter value and the current real
performance counter value. However, because our fast normal
distribution is based on a binomial distribution, we can use
these formulas as a basis to model the cumulative distribution
function for our fast normal distribution.
Modelling the Fast Normal Distribution. As described in
Section 4, the most significant bits of our random number
are binomially distributed. This is achieved by counting the
number of ‘1’s in a 64 bit random number. The remaining bits
are filled with a linear random value. We express this con-
struction as X = B||O, where X is the final random number, B
is the binomially distributed bucket index, and O is the linear
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Figure 8: The probability of measuring a performance counter
increment, depending on the offset (x-axis) between current
real performance counter value and last reported performance
counter value, for a deviation window size of 2048.

random offset within the bucket. To model the cumulative
distribution function of our fast normal distribution, we need
to combine the CDF of the binomial distribution with the
CDF of a linear distribution. We start with the probability
of a randomly generated bucket index B′ being less than our
current bucket index B. As the CDF expresses the probabil-
ity of a random variable being less than or equal to k, the
probability to be less than is F(64,B− 1). The probability
of a randomly generated bucket index B′ being equal to B
can be expressed via the PMF, i.e., as f (64,B). To account
for the linear random offset O within the same bucket, we
add the probability of a linear random value O′ being less
than or equal to O, which is O/BUCKET_SIZE. Adding these
probabilities, we arrive at the final formula for the CDF of
our fast normal distribution:

P′(X) = F(64,B−1)+ f (64,B) ·
(

O
BUCKET_SIZE

)
.

For our security analysis, we need to compute the proba-
bility of a performance counter increment, which is the prob-
ability of a random variable X being greater than X ′. Thus,
we can compute the probability of a performance counter
increment as P(X) = 1−P′(X).
Modelling a Value Distinguishing Attack. To evaluate
the security level of our defense, we consider a basic case,
namely that the attacker distinguishes one value from a neigh-
boring value. In this attack, the attacker needs to determine
whether the real performance counter increased within an ag-
gregation window. They can do this by observing whether
the reported performance counter value increases or not. In
our attack model, we assume that, across the entire measure-
ment, there is only a single, secret-dependent performance
event that increments by either 0 or 1, and no other changes
to the real counter. Depending on whether the real perfor-
mance counter value increased, the offset between the real
and reported performance counter value changes. This causes
the probability of a performance counter increment P(X) to
change. We define the difference between the two probabili-
ties as ∆P(X) =P(X)−P(X−1). To account for a worst-case
scenario, we assume that the attacker has control over X , i.e.,
the attacker can control the deviation to maximize ∆P at the
start of the measurement. We argue that, in such a strong
threat model, the difference between a real binomial distri-
bution and our optimized version is irrelevant, because the

adversary has precise enough control over X that it can choose
an optimal window for ∆P in any case.

Figure 6 shows the probability differentials of ∆P(X) =
P(X)−P(X − 1) for any X in the parameter space for a bi-
nomial distribution and our fast normal distribution. For a
deviation window size of 2048, the highest possible probabil-
ity differential ∆P = |P(X)−P(X−1)| across the parameter
space is 0.0031. Even though our fast normal distribution has
more possible values for X where ∆P is maximized, the max-
imum value of ∆P is equal between binomial and fast normal
distributions.
Computing Sample Sizes. To recover data when TEEcorre-
late is enabled, the adversary needs to collect enough samples
such that they can distinguish the two distributions P(X) from
P(X −1). The standard deviation of a random binary value
with a specific probability can be estimated as

σ =

√
p · (p−1)

n
,

where p is the specific probability of the event (e.g., P(X)),
and n is the number of measured samples.

To distinguish the two events with probabilities P(X) and
P(X−1), the attacker needs to keep collecting samples until
the standard deviation shrinks enough to separate the two
events up to a sufficient probability. Due to the large parameter
space of TEEcorrelate, we compute the required sample size
for a distinguisher using a z-test. We want to distinguish two
cases: First, that our measured probability P(M) is larger
than P(X). Second, that our measured probability P(M) is
smaller than P(X−1). The z-score is a standardized way to
express the distance of a measured value from the real value,
based on the standard deviation. For example, the z-score
for a confidence of 0.9 is 1.28, which means that 90 % of
measurements are below µ+σ ·1.28, where µ is the mean of
a distribution, and σ is the standard deviation.
Number of Samples Required by the Attacker. To distin-
guish P(X) and P(X − 1), the attacker wants to reduce the
likelihood of mistaking P(X) for P(X−1) and vice-versa be-
low a confidence level α. Therefore, the distance Zα ·σ must
be smaller than |P(X)−P(X−1)|, where Zα is the z-score for
our chosen confidence. As we consider both failure cases (i.e.,
mistaking P(X) for P(X−1) and vice-versa), the probability
α accumulates multiplicatively, i.e., for α = 0.9, we achieve
a total confidence level of 0.81.2 The attacker can compute
the difference in values as

p1 =P(X), p2 = P(X−1),

|p1− p2|=zα ·
√

p1 · (p1−1)
n

+ zα ·
√

p2 · (p2−1)
n

.

Finally, we compute the number of samples needed as

2For cases where the performance counter increments by more than 1
depending on the secret, we can replace P(X − 1) with P(X − k), where k
is the expected performance counter increment. This reduces the number of
samples required to distinguish the two cases.
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Figure 9: The required samples to reach α = 0.9 for each
sliding window size. While a Binomial distribution performs
slightly better than the bucket-based approximation, the ap-
proximation reduces the required number of samples by less
than 4 % on average.
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Figure 10: The required samples to distinguish P(X) and
P(X−1) with α = 0.9, with a deviation window size of 2048.
The discretization of the probability distribution introduces
non-linearities. Sample size is smallest towards the center
where ∆P is the largest.

√
n =

zα ·
(√

p1 · (p1−1)+
√

p2 · (p2−1)
)

|p1− p2|

n =
z2

α ·
(√

p1 · (p1−1)+
√

p2 · (p2−1)
)2∣∣p1− p2

∣∣2 .

We can see that the number of samples is inversely propor-
tional to the probability differential in a given point, i.e., the
larger |p1− p2|, the lower the number of samples required to
distinguish the distributions. Thus, with an ideal binomial dis-
tribution, the optimal offset for measuring these probabilities
is at X = 0, i.e., when the reported performance counter value
is equal to the real performance counter value. Due to the
nonlinear properties of our cumulative distribution function
P(X), the minimum sample size is smaller, and is located
at the bucket transition nearest to offset 0 due to the lower
standard deviation σ = p · (1− p) away from the center of
the probability distribution, while the probability differential
stays the same for the entire bucket. However, this only re-
duces the number of required samples by less than 4 %, while
allowing us to implement TEEcorrelate using only bitwise
operations, optimizing performance and side-channel resis-
tance. We show a graphical representation of the number of
required samples in Figure 9.
Results. In practice, the sample size scales as the square of
the deviation window size, i.e., for each additional bit in the
maximum offset (doubling the deviation window size), the
sample size increases by a factor of 4. To reach a confidence

Table 3: Estimated number of samples required to distinguish
probabilities at different deviation window sizes.

Win. Size Min. Samples

64 165
128 663
256 2627
512 10437

1024 41597

Win. Size Min. Samples

2048 166077
4096 663679
8192 2653452

16384 10611269
32768 42439986

Table 4: Summary of case study runtime results.
Case study No mitigation TEEcorrelate Overhead

String Comparison 18.14 s 34.7 days × 160 thousand
Lookup Table 0.58 s 285.4 days × 40 million
RSA 7.15 min 824.6 days × 160 thousand
HQC1 6.13 min 27.0 days × 6 thousand

Numbers based on our recommended deviation window size
of 2048.
1 Estimated runtime based on number of required single-steps
and number of oracle calls required with an ideal oracle.

level of 0.81 (α = 0.9), which still incurs a 19 % chance of
detecting the wrong value, we need 166077 samples. Instead
of leaking the entire secret in a single trace, we require over
150 thousand traces to recover a single bit.

6 Case Studies

Prior work presented four attack case studies using perfor-
mance counters on AMD SEV-SNP confidential VMs [24].
In this section, we analyze the same case studies to show
how much slower attacks become with TEEcorrelate. Like in
Section 5, we assume a fully-informed attacker that knows
everything about the system except the secret and has strong
primitives to control the aggregation window and performance
counter offset, as well as perfect single-stepping. We compute
the number of traces required to mount the four attacks with
and without TEEcorrelate. We evaluate different deviation
window sizes from 64 to 32768, with 2048 as our recom-
mended default. Table 4 shows the overall results for 2048,
showing that all attacks are mitigated.

6.1 Mitigating String Comparison Leakage
Simple string comparison functions iterate over the two input
strings, comparing them character by character, returning as
early as a mismatch occurs. The early return can be mea-
sured with the Retired Taken Branches performance counter.
Gast et al. [24] attacked a TOTP library with this primitive, re-
covering a 6-digit TOTP token by guessing character by char-
acter. With an average of 31.1 guesses and 0.58 s per guess,
the brute-force duration then is 18.14 s on average, staying
within the 30 s window required before a token change.



With TEEcorrelate, an attacker needs a large number of
traces to reliably measure a single performance counter incre-
ment. However, the attacker does not need to measure every
single increment of every unknown branch instruction. In-
stead, the attacker can measure the entire string comparison,
and distinguish between increments from 0 to 6. While distin-
guishing increments that are not at the sweet spot increases
the theoretically required number of samples for a confident
measurement, we still use the minimum number of required
samples to simplify our computation. In reality, our results
are the lower bound of required samples for our given setup.

Even for the smallest possible deviation window size of 64
(cf. Table 3), the attacker needs approximately 165 traces to
measure the outcome of a single brute-force iteration with a
confidence level of 81 %. Consequently, with an average of
0.58 s per trace, and 31.1 guesses for a successful attack, the
average TOTP token attack time is 49.6 min. Hence, even with
the smallest possible window size, TEEcorrelate raises the
runtime of brute-force attacks beyond any reasonable validity
window of a TOTP token.

With larger deviation window sizes, the runtime increases
further: Using our recommended size of 2048, the attacker
needs approximately 160 thousand (166077) samples to dis-
tinguish the two cases. This increases the required time for
a single iteration of the brute-force attack to 26.76 h. Thus,
to recover the full TOTP token, the attacker would need 34.7
days on average. For a large deviation window of 32768, a
single iteration takes 284.9 days, while a full brute-force with
31.1 attempts takes 24.3 years. Hence, we consider this attack
fully mitigated with all window sizes.

6.2 Mitigating Lookup Table Leakage

The second case study presented by Gast et al. [24] recovered
the entire TOTP secret key using the Retired Taken Branches
performance counter. Gast et al. [24] found the root cause to
be an insecure Base32 decoding process, iterating through a
32 character lookup table to find the index for the value to de-
code. Similar to the string comparison, the reverse lookup has
an early exit, visible through performance counters. Without
a defense, Gast et al. [24] recover the secret in a single trace.

With our temporal decorrelation, the attacker needs to mea-
sure all bits of the secret individually. The secret is the num-
ber of iterations during the reverse lookup, for each character.
Thus, we need 1 to 32 measurements per base32-encoded char-
acter, i.e., 16 iterations on average. In contrast to Section 6.1,
the attacker cannot measure the entire code at once, as this
would overlap measurements of multiple independent charac-
ters in a non-reversible way. Additionally, the attacker does
not know when the code switches to the next character. Thus,
every secret branch outcome must be leaked individually.

With a commonly used 16-character key [24], and 16
lookups to find the correct character on average, we need
256 measurements to recover the entire secret. With the small-

est possible window size of 64, we again need 165 traces for
an 81 % confidence in our measurement, resulting in a total of
42240 measurements for a full key recovery on average. The
secret key can be extracted from the same traces generated in
Section 6.1. With the same runtime of 0.58 s for a single trace,
we obtain 6.8 h on average, or 13.6 h in the worst case. While
this slows down the attack by over 40000, TEEcorrelate does
not provide sufficient security with such small parameters.

However, with a deviation window size of 2048, the at-
tacker requires approximately 40 million measurements (com-
puted as 42515712) on average to recover the secret key. With
an average runtime of 0.58 s per trace, this results in a runtime
of approximately 285.4 days. A large deviation window of
32768 increases the average number of required traces to over
10 billion, increasing the runtime to approximately 200 years.

6.3 Mitigating RSA Secret Key Leakage
RSA square-and-multiply exponentiation executes different
functions depending on the secret exponent bit processed.
It is vulnerable to, e.g., timing [36], cache [45, 79], branch
prediction [1], hardware- and software-based power [37, 44,
48], and performance counter [24] side channels.

To estimate the impact of TEEcorrelate on such an attack,
we assume the worst case: The attacker manages to align
aggregation windows to have only one secret event per aggre-
gation window. This means that the temporal decorrelation
is effectively bypassed. Gast et al. [24] state that their attack
on RSA had an average runtime of 7.15 min. Again, we com-
pute the expected runtime with TEEcorrelate for a small (64),
medium (2048), and large (32768) deviation window size.

When configuring TEEcorrelate with a deviation window
size of 64, the attacker needs 165 measurements to reach 81 %
confidence in the result, this takes 19.7 h on average. While
this is clearly not secure enough, it degrades performance-
counter attacks from single-trace to multi-trace already, open-
ing up time for detection of the attack. With a medium-sized
deviation window size, the attacker needs about 160 thousand
traces to distinguish whether a branch was taken. This attack
requires 824.6 days on average of single-stepping to get the
required number of traces. While this could be feasible in
an offline attack, it is unlikely that single-stepping a TEE for
such a long time would not trigger any suspicion or monitor-
ing alerts. For large deviation windows of 32768, the attacker
needs about 40 million traces to recover the key, resulting in
a total runtime of over 500 years.

6.4 Mitigating HQC-KEM Key Recovery
Schröder et al. [53] presented an attack on the HQC KEM,
that works by distinguishing a chosen message from modified
messages. They use a timing side channel in the DIV instruc-
tions on Zen 2, used by the seed-dependent random number
generator to build an oracle. Gast et al. [24] implemented a



similar attack using the Div Cycles Busy performance counter.
Dong et al. [20] show an improved attack method, claiming
as few as 460 required plaintext-checking (PC) oracle calls.

The HQC attack exploits the input-dependent cycle count
of the DIV instruction. Larger quotients yield higher cycle
counts, measurable using performance counters. Measuring
only the total division latency is sufficient to building the
PC-oracle [24]. Thus, we can measure all divisions in one
aggregation window, and target the total difference in division
latencies to build a distinguisher. This eliminates the need to
measure individual bits, and even reduces the number of re-
quired samples, as the difference in probabilities ∆P increases
with a bigger difference of performance counter increments.

The attack by Schröder et al. [53] is split into an offline
brute-force and an online trace generation phase. For Zen 3
we approximate the probability of a fast division as a constant
p0 = 512 · (17669− 37)/232 = 9027584/232 ≈ 0.002 [24].
There are 75 ·3 divisions in total, and the attacker must brute-
force a fast seed to build the PC-oracle. Using the binomial
distribution CDF we can estimate the number of attempts
required to generate a seed with at least k fast divisions using
a brute-force rate of 65000 MH/s, which is the hash rate of an
Nvidia RTX 3090 on MD5 [17]. Gast et al. [24] report that the
tracing process requires approximately 800 single-steps. We
assume an optimistic 1 ms per single-step [76], which means
that the attacker requires 800 ms per trace.

We do not consider the extra runtime required to fill the
aggregation window, since this part of the code does not
need to be single-stepped. The number of required samples
to distinguish cases depends on the probability differential
∆P = P(X)−P(X − k), where k is the difference in perfor-
mance counter increments for both cases. Therefore, k is equal
to the number of fast divisions resulting from the brute-forced
seed. Thus, the total runtime of the attack is

T (k) =
1

F(225,k) ·R
+

N(k,α) ·Qα

Tt
,

where R is the hash rate (65000 MH/s), Tt , the attack run-
time per trace (800 ms), F(n,k), the CDF of the binomial
distribution, N(k,α), the minimum number of required sam-
ples for a confidence of α for a given performance counter
increment, and Qα, the number of oracle calls required by
the attack at confidence α. For all window sizes, we found
the minimum runtime to be reached at an oracle reliability of
0.95, where the attack [20] requires 664 calls.

The number of fast divisions for the fastest possible attack
runtime is different between window sizes. For the different
window sizes, these are k = 10,12, and 13, respectively. The
total attack runtime is estimated to be 43.4 min, 27.0 days,
and 15.1 years, respectively. Thus, even with a very powerful
attacker and worst-case assumptions, TEEcorrelate can pro-
tect secret data from leaking through performance counters
when using the appropriate deviation window size.
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Figure 11: Real and decorrelated HPC to detect resource
exhaustion or anomalies. When the system starts cache-
thrashing due to the running workloads, both the real and
decorrelated performance counters jump up extremely.

7 Discussion

The goal of TEEcorrelate is to mitigate fine-grained
performance-counter attacks, while preserving the course-
grained trend data for genuine use. In contrast to the mitiga-
tion presented by Lou et al. [46], performance counter data
collected with TEEcorrelate closely follows the real perfor-
mance counter values, with a configurable maximum devia-
tion.
Limits. Naturally, the defensive capabilities of TEEcorrelate
are significantly reduced when a secret-dependent event incre-
ments the target performance counter by a large amount. In
extreme cases (e.g., a secret-dependent branch that executes
thousands of performance-counter incrementing instructions),
TEEcorrelate is unable to provide any protection at all. How-
ever, code written in such a way is likely vulnerable to a
multitude of other side channels as well [23,41,42,44,64,70].
TEEcorrelate does not fully eliminate performance counter
leakage, but is a lightweight defense for large amounts of real-
world code, for which it raises the runtime of any performance-
counter-based attacks far beyond any realistic time frame. In
addition, it completely eliminates single-trace attacks.
Temporal Decorrelation. Temporal Decorrelation reduces
the resolution of the performance counter data by aggregating
it until the aggregation window is filled. In our tests, the TEE
executed roughly 1 million instructions between injected in-
terrupts during regular usage (e.g., web browsing). During
heavy load (e.g., compiling), we measured an average of 3
million instructions between interrupts. Thus, under regular
conditions, with our recommended aggregation window size
of 1 million, the aggregation window is filled on most con-
trol transfers to the host. Therefore, temporal aggregation is
unlikely to affect genuine performance counter applications.
Value Decorrelation. Value Decorrelation allows the re-
ported performance counter value to deviate from the real
value within a configurable window size. With our recom-
mended size of 2048, the reported value can deviate by up
to 1024. The deviation is chosen such that the reported value
is more likely to be close and slightly above the real value.
Value decorrelation can cause the reported value to increment
by more than the real value. Over a single aggregation win-



dow, this behavior may lead to erratic jumps that can affect
unmodified performance-counter-based detection algorithms.
Performance Counters for Cloud Scheduling. Load-
balancing and anomaly detection [34,47,60,69,77,81] are cru-
cial in cloud scheduling to prevent multiple VMs from com-
binedly bottlenecking a hardware resource, e.g., the last-level
cache. Zhang et al. [81] investigated a scenario with a perpe-
trator and a victim and Mars et al. [47] on competitive sharing.
Both use performance counters similar to Wang et al. [69]. All
of these works detect high contention levels or bottlenecks,
and allow the cloud provider to reschedule VMS or appli-
cations accordingly. Mars et al. [47] use either dynamic or
fixed thresholds (e.g., ≥1500 cache misses per 1 ms). Such
thresholds are far from the subtle differences we protect with
TEEcorrelate, as they focus on avoiding exhaustion of a hard-
ware resource. Figure 11 shows how the decorrelated per-
formance counters on a large scale of changes (i.e., ≥40000
cache misses) stay close to the actual values and respond
quickly to these extreme increases, e.g., an application thrash-
ing the cache. We observe that with TEEcorrelate, in the worst
case, the threshold is exceed exactly one aggregation window
later, i.e., less than 1 ms after this rapid increase.
Anomaly Detection. Prior work showed that attacks from
within a TEE can compromise the host or co-located VMs [54,
56]. Performance counters can be used to detect attacks from
within a malicious TEE. Li et al. [40] detect Rowhammer at-
tacks by sampling performance counters every 100 ms. Cloud-
flare uses performance counters to detect Spectre attacks in
their Workers service [58, 68]. They sample the performance
counters every 50 ms, achieving no false negatives and only
0.61 % false positives. With such a low sampling rate, tempo-
ral decorrelation does not affect measurements at all. Addi-
tionally, over such a long time-frame, the noise introduced by
value decorrelation is negligible compared to the extremely
large number of cache misses caused by Rowhammer, branch
mispredictions caused by Spectre attacks or similar resource-
exhausting attacks. The presented examples show that coarse-
grained algorithms are not affected by TEEcorrelate. Thus,
TEEcorrelate indeed allows cloud providers to optimize their
server usage and protect against malicious guests, while miti-
gating fine-grained leakage of guest data.
Preventing Single-Stepping. The attacks presented by
Gast et al. [24] rely on single-stepping the TEE to measure per-
formance counter data. Thus, by mitigating single-stepping, as
in Intel TDX, the reliability of their attacks is greatly reduced.
However, Wilke et al. [74] bypassed to TDX’s single-stepping
mitigation, re-enabling the attack. Additionally, the mitiga-
tion forces the TEE to progress for only up to 32 instructions
before returning to the host. Wilke et al. [74] show that this
induced multi-stepping is fine-grained enough to still leak
secrets. Therefore, with enabled performance counters, this
single-stepping mitigation alone does not prevent fine-grained
performance-counter attacks. In general, single-stepping mit-
igations are a trade-off between security of the guest and

reliability of the host, as the hardware cannot defer events
like timer interrupts indefinitely without impacting function-
ality. TEEcorrelate forces the host to fill a large aggregation
window before exposing any performance counter data. Thus,
an attacker does not gain any advantage from single-stepping
the TEE. However, other attack vectors on TEEs may rely
on single-stepping as a primitive. Therefore, we believe that
TEEcorrelate and single-stepping mitigations solve different
problems, and should be used in conjunction.
Disabling Performance Counters. Disabling performance
counter increments while executing a TEE or providing
two sets of performance counter registers, one for the host
and one for the TEE, are undeniably easy solutions against
performance-counter attacks. However, we argue that sim-
ply turning off every feature that opens up an attack surface
is not how we should handle this and similar issues (e.g.,
SMT). Instead, we show that mitigating performance-counter
attacks against TEEs is practical as it requires only minor
hardware changes, and causes no performance degradation.
There are no disadvantages in comparison to disabling per-
formance counters, while having the big advantage that they
can still be used for anomaly detection [40, 58, 68] or load
balancing [47, 69, 81].
Cross-Core Performance Counters. In addition to per-core
performance counters, some architectures also provide cross-
core performance counter registers, e.g., to count events on
the L3 cache [7,30]. Neither SEV nor TDX disable cross-core
performance counters during CVM execution. TEEcorrelate
also does not defend against cross-core performance counter
leakage, as we cannot defend against multiple cores (host and
TEE) accessing shared counters simultaneously. Defending
against potential leakage through these counters is subject to
future work.

8 Conclusion

TEEcorrelate is a new information-preserving principled de-
fense against performance-counter attacks on confidential
VMs. TEEcorrelate decorrelates host-visible performance
counter data from secrets using temporal and value-base
decorrelation. Our evaluation shows that even with a power-
ful, fully-informed attacker, aware of the working principle
of TEEcorrelate as well as the entire machine state except
for the secret, state-of-the-art attacks are slowed down by 5
to 7 orders of magnitude. We practically evaluate the slow-
downs in 4 attack case studies and show that attack runtimes
increase from the range of 0.58 to 429 seconds to 1 to 824.6
days. We estimate the performance impact of TEEcorrelate on
AMD SEV-SNP to be 0.09 % when using an aggregation win-
dow size of 1000000 retired instructions. We conclude that
TEEcorrelate is a lightweight defense that should be deployed
in all TEE contexts.
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